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Abstract: In this article, we consider change point inference for high-dimensional

linear models. For change point detection, given any subgroup of variables, we

propose a new method for testing the homogeneity of corresponding regression

coefficients across the observations. Under some regularity conditions, the proposed

new testing procedure controls the type I error asymptotically and is powerful

against sparse alternatives and enjoys certain optimality. For change point iden-

tification, an “argmax” based change point estimator is proposed which is shown

to be consistent for the true change point location. Moreover, combining with the

binary segmentation technique, we further extend our new method for detecting and

identifying multiple change points. Extensive numerical studies justify the validity

of our new method and demonstrate its competitive performance.
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1. Introduction

Driven by the great improvement of data collection and storage capacity,

high-dimensional linear regression models have attracted a lot of attentions

because of its simplicity for interpreting the effect of different variables in

predicting the response. Specifically, we are interested in the following model:

Y = X⊤β + ϵ,

where Y ∈ R is the response variable, X = (X1, . . . , Xp) ∈ Rp is the covariate

vector, β = (β1, . . . , βp)
⊤ is a p-dimensional unknown vector of coefficients, and

ϵ ∈ R is the error term.

For high-dimensional linear regression, the L1-penalized technique lasso

(Tibshirani, 1996) is a popular method for estimating β. In the past decades, lots

of research attentions both in machine learning and statistics have been focused on

studying theoretical properties of lasso and other penalized methods. Most of the

existing literature on high-dimensional linear regression focuses on the case with a

homogeneous linear model, where the regression coefficients are assumed invariant

across the observations. With many modern complex datasets for analysis in
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