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Abstract: This paper aims to derive the asymptotic distributions of the spiked

eigenvalues of large-dimensional spiked Fisher matrices, without imposing Gaussian

assumptions or restrictive assumptions on covariance matrices. We first establish

an invariance principle for the spiked eigenvalues of the Fisher matrix. That is,

we show that the limiting distributions of the spiked eigenvalues are invariant over

a broad range of population distributions satisfying certain conditions. Utilizing

this invariance principle, we establish a central limit theorem (CLT) for the spiked

eigenvalues, and further explore some interesting applications by using the CLT to

derive the power functions of the Roy Maximum Root test for linear hypotheses in

linear models, as well as the test in signal detection. To evaluate the effectiveness of

the newly proposed test, we conduct Monte Carlo simulation studies and compare

its performance with existing tests.
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1. Introduction

Motivated by several applications of hypothesis on two-sample covariance

matrices and linear hypothesis on regression coefficient matrix in linear models,

we consider the following two-sample spiked model. Let Σ1 and Σ2 be the

covariance matrices from two p-dimensional populations, and let S1 and S2 be

the corresponding sample covariance matrices with sample sizes n1 and n2. The

two-sample spiked model assumes that Σ2 = Σ1 +∆, where ∆ is a p× p matrix

of finite rank M . It is of great interest to study statistical inference on the

spikes, including, but not limited to, testing the presence of the spikes, testing the

number of the spikes, and calculating the power under the alternative hypothesis

in two-sample testing problems. Thus, it is critical to establish the asymptotic

properties of the spiked eigenvalues of a Fisher matrix F = S1S
−1
2 . It is of

particular interest to derive the asymptotic distribution of λmax(F), the largest

eigenvalue of F. However, the existing related works are limited due to imposed
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