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1 Asymptotic Property of 8

The asymptotic property of ,/6\ is parallel in spirit to the asymptotic property of the
over-parameterized minimum discrepancy estimator (Shapiro, 1986), where we use KI-
divergence as the discrepancy function. It is different from Shapiro (1986) in that the

KL-divergence is a function of {X;}? ; which is a random discrepancy function.

Proof of Theorem 1. Since 0 is over-parameterized, there exists a (locally) one-to-one
function 6 = h(r,7) : R¥ x RMmFpe=sr — RIFMP4 guch that S(h(r,7)) depends on
7 only (Shapiro, 1986). Here 7 can be treated as the minimal effective parameter for the
rank-r GLM (8). Define 5*(7) = B(h(7,0)) as the parameterization of 3 via the effective
parameter 7, and define 75 as the unique true value of 7 such that 6y, = h(7p,0) and,
hence, By = 8*(70). Let T be the MLE of 7y, which satisfies |7 — 7| = O,(n~%/?) by
conventional MLE argument. Let also B* = (*(7) be the corresponding MLE of §y. By
the invariance property of MLE, B and 3* share the same asymptotic property, and it
suffices to work on /73’\* to complete the proof. Moreover, since A = op(nfl/ 2), we can ignore
the effect of penalty during the derivations.

Let 3 be the conventional MLE of 8 under model (3). From the connection between

MLE and KL-divergence, T can be characterized as
LS DiG.5 ()
= argmin — (B, 6%(T
gT [t

with D;(B1, 52) = fln zg g; f(y|Xs; B1)dy being the KL-divergence between f(y|X;; 51)

and f(y|X;; B2), where f(y|z; ) is the conditional distribution function of Y given X = x



under model (3). Let D; ; be the partial derivative of D; with respect to its j-th argument,
and let D, j; be the partial derivative of D;; with respect to its k-th argument. Direct

calculation gives T to be the solution of the estimating equation

0 = -3 DaliBE) - AR, 0
where
2w = 20 Al D 2)

Since By = B*(70), Di(Bo, 5*(70)) attains the minimum value 0 and, hence, D; »(8y, 8* (7)) =
0. This fact together with taking Taylor’s expansion of (1) around (3,7) = (8o, 7o) give

0 = A [% > Din(Bo, 6@] (5= po) + A [% > Din(bo, 50)] AG(F = 70) + 0p(n"2)
i=1 i=1

1

= A} Dy (B — Bo) + AL Doy AL (T — 7o) + 0p(n77), (3)

where AS = A*<7'0), D21 = E[D,;jgl (60, 60)]7 and DQQ = E[D@QQ(B(), 50)] Note that
Dy = =V and Doy = Vi from direct calculations, where V) is defined in Theorem 1.

To proceed the proof, we deduce from the definitions of h and (2) that

. o1 _ [98(h(r.7)) o [Oh(r.7)
a3 = [ |

(1,7)  J@P=(r0,0)

Since h is one-to-one, (4) implies that
span(Ag) = span(Ay). (5)

It further implies that Af is of full column rank by the assumption rank(Ag) = s,.

Combining the above discussions, we conclude from (3) that

Vi@ =) = (ATVoA)) T Ay V- V(B — Bo) + o,(L). (6)
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To complete the proof, first note that standard argument gives the asymptotic nor-
mality of the conventional MLE 3 to be v/n (3 — ) N N(0,Vyh). From (6) and applying

the delta method to the transformation B\* = (*(T), we have

V(BT = B0) = AL Vn(F —70) + (1)

= Pasv, N0, V),

where Pa: v, = A (AE‘)TVOAS)Jr A"V is the projection matrix onto span(A%) with

respect to the Vo inner product. Since Pa; v, = Pa,v, due to (5), we have

\/E(B* - BO) i) PAO,VO ’ N(O7 VEI)

The proof is completed by noting that Pa, v, V' - PZ(LVO = Ao(AJVA)TA,. O



