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S1. Identities

S1.1. Expectations with respect to Marchenko-Pastur distribution

Let γ ∈ (0,∞), ` > 1 +
√
γ and ρn = `+ `γn/(`− 1). Then

∂ρn
∂`

=
(`− 1)2 − γn

(`− 1)2
. (S1.1)

Also, the Stieltjes transform of the companion Marchenko-Pastur distribution is given by

Fγ(fz) = (−z + γ − 1 +
√

(z − γ − 1)2 − 4γ)/(2z), ∀z ∈ (b(γ),+∞)

where fz(λ) := (λ− z)−1, from equantion (2.8) of Yao, Zheng, and Bai (2015). Substituting

γn into γ and ρn into z(which is possible since ρn > (1 +
√
γn)2), it follows that

Fγn(gn) = `−1. (S1.2)

Taking partial derivatives of (S1.2) with respect to `, along with (S1.1), gives

Fγn(g2n) = (1− `−1)2((`− 1)2 − γn)−1 = 2σ−2n (S1.3)

and

Fγn(g3n) = (1− `−1)3((`− 1)3 + γn)((`− 1)2 − γn)−3, (S1.4)

as desired.
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S1.2. Explicit expressions of µ(g) and µ(gn)

We use the formula (5.13) in Bai and Silverstein (2004). First, by x = 1 +γ+ 2
√
γ cos θ,∫ b(γ)

a(γ)

g(x)√
4γ − (x− 1− γ)2

dx =

∫ 0

−π

g(1 + γ + 2
√
γ cos θ)

√
1− cos2 θ

(− sin θ)dθ

=
1

2

∫ π

−π
g(1 + γ + 2

√
γ cos θ)dθ.

Then, letting z = exp(iθ) gives∫ π

−π
g(1 + γ + 2

√
γ cos θ)dθ =

∮
|z|=1

g(1 + γ +
√
γ(z + z−1))(iz)−1dz

= i

∮
|z|=1

(
√
γz2 − (`− 1 + γ(`− 1)−1)z +

√
γ)−1dz

= i

∮
|z|=1

(z −√γ(`− 1)−1)−1 (
√
γz − (`− 1))−1 dz

= −2π(γ(`− 1)−1 − (`− 1))−1

= 2π(`− 1) (`− 1−√γ)−1 (`− 1 +
√
γ)−1

by Cauchy integral formula with the assumption ` − 1 >
√
γ. Meanwhile, g((1 ± √γ)2) =

(ρ(`, γ)− (1±√γ)2)−1 = (`− 1)
(
`− 1∓√γ

)−2
, hence

µ(g) = (`− 1)((`− 1−√γ)−1 − (`− 1 +
√
γ)−1)2/4 = γ(`− 1)((`− 1)2 − γ)−2,

as desired. The corresponding expression for µ(gn)

µ(gn) = γn(`− 1)((`− 1)2 − γn)−2, (S1.5)

is available when `− 1 >
√
γn i.e. for large enough n.

Remark. Although the formula (5.13) is derived only for γ ≤ 1 in Bai and Silverstein

(2004), the following identity

Gn(f) =

p∑
i=1

f(λi)− pFγn(f) =
n∑
i=1

f̃n(λ̃i)− nFγ−1
n

(f̃n) =: Gp(f̃n),
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where f̃n(λ) := f(γnλ) and λ̃i := γ−1n λi, turns the setting

n, p, γn, n−1Z ′2Z2, f

into

p, n, γ−1n , p−1Z2Z
′
2, f̃n.

Thus, along with Lemma 7(which is proved below), this correspondence gives the same

formula for γ > 1.

S2. Tail bounds propositions

S2.1. Proposition 5

We can prove and use results in Example 2.4 of Wainwright (2015) : the moment gen-

erating function of (z20 − 1) where z0 ∼ N(0, 1) is given by

E
[
exp(θ(z20 − 1))

]
= exp(−θ)(1− 2θ)−1/2 = exp(

∞∑
k=2

2k−1θk/k)

for θ < 1/2, and is bounded by exp(2θ2) for θ ∈ [−1/4, 1/4], because

2θ2 −
∞∑
k=2

2k−1θk/k = θ2(1−
∞∑
k=3

2k−1θk−2/k) ≥ θ2(1−
∞∑
k=3

2−k+3/k) = θ2(6− 8 log 2) > 0.

Combining this, Markov inequality and independence of z and Λ, it follows that

P(Ec
1,n ∩ E2,n(f,M) | Λ) ≤ E

[
I(Ec

1,n) (exp(Sn(f/Uf )) + exp(−Sn(f/Uf ))) | Λ
]

exp(−M/Uf )

≤ 2 exp(2Fn(f 2/U2
f )) exp(−M/Uf ) ≤ 15 exp(−M/Uf ),

which directly implies P(Ec
1,n ∩ E2,n(f,M)) ≤ 15 exp(−M/Uf ), as desired.

S2.2. Proposition 6

Let fn(λ) := fn ((λ ∨ 0) ∧ (b(γ) + δ)), so that fn(x2), n ∈ N share a Lipschitz constant L,

and Gn(fn) = Gn(fn) on Ec
1,n for all n ∈ N. Hence, P(Ec

1,n ∩ E3,n(fn,M)) ≤ P(E3,n(fn,M)).
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Meanwhile, we have

P (|p(Fn(fn)− E [Fn(fn)])| > M) ≤ 2 exp(−M2/(2L2))

for M > 0, n ∈ N from the Corollary 1.8 of Guionnet and Zeitouni (2000)(or Lemma A.4

of Paul (2007)). For all p ≥ 1, from the identity E [|X|p] = p
∫∞
0
yp−1P (|X| > y) dy, it

follows that {p(Fn(f)−E [Fn(f)])}n∈N is bounded in Lp. i.e. is uniformly integrable and thus

tight. But we assume that {Gn(fn)}n∈N = {Gn(fn)}n∈N = {p (Fn(fn)− Fγn(fn))}n∈N is also

tight, hence by triangle inequality M({fn}n∈N) = supn∈N |p (E [Fn(fn)]− Fγn(fn)) | is finite.

Consequently, for M > 2M({fn}n∈N),

P(E4,n(fn,M)) ≤ P (|p (Fn(fn)− E [Fn(fn)]) | > M −M({fn}n∈N))

≤ P (|p (Fn(fn)− E [Fn(fn)]) | > M/2) ≤ 2 exp(−M2/(8L2)),

as desired.

S2.3. Lemma 7

First, note that in view of the Vitali-Porter and Weierstrass theorems(e.g. Schiff (2013,

Ch. 1.4, 2.4)), there exists a neighborhood Ω1 of I with compact closure Ω̄1 ⊂ Ω such that

fn and f ′n converge uniformly to f and f ′ respectively on Ω̄1 and so in particular {fn}n∈N

and {f ′n}n∈N are each uniformly bounded on Ω̄1.

The truncation and centralization step runs parallel to Bai and Silverstein (2004, pp. 559-

560), [BS] below. Let G̃n(·) denote the analog of Gn(·) with matrix Bn – which does not

depend on f, fn – replaced by B̃n. Then the argument there shows that G̃n(f)−Gn(f) and

G̃n(fn)−Gn(fn)
p→ 0 because f, {f ′n}n∈N are uniformly bounded on Ω̄1. Therefore, it suffices

to consider when Gn(·) denotes the centered linear spectral statistic based on the truncated

and centered variables.
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Now we argue as on [BS] p.563. Let Mn(z) be the normalized Stieltjes transform differ-

ence and M̂n(z) be its modification on C as defined on [BS, p.561] – none of these depend

on f, fn. For all large n, we have

Gn(fn)−Gn(f) = − 1

2πi

∫
[fn(z)− f(z)]Mn(z)dz

almost surely. In addition, by arguing as shown on [BS] p. 563,

∫
[fn(z)− f(z)][Mn(z)− M̂n(z)]dz

p→ 0

as n→∞ because fn are uniformly bounded on Ω̄1 which contains the contour of integration.

Finally, ∣∣∣∣∫ [fn(z)− f(z)]M̂n(z)dz

∣∣∣∣ ≤ ‖fn − f‖∞ ∫ |M̂n(z)|dz p→ 0,

since fn → f uniformly on Ω̄1 and, crucially, {M̂n(·)} is a tight sequence on C(C,R2) as

shown in Lemma 1 of [BS], and hence so is
∫
|M̂n(z)|dz.

S2.4. Corollary 10

Let k ∈ N. From the proof of Proposition 6, {(Gn(fn))k}n∈N is uniformly integrable

by E [|X|p] = p
∫∞
0
yp−1P (|X| > y) dy, p ≥ 1 again. Also, from Lemma 7 and continu-

ous mapping theorem, (Gn(fn))k
d→ (N(µ(f), σ2(f))k. Therefore, by Theorem 2.20 of Van

der Vaart (2000), a combination of Skorokhod representation theorem and Vitali’s con-

vergence theorem, we obtain limn→∞ E
[
(Gn(fn))k

]
= τk(f). Also,

∣∣∣E [I(Ec
n)(Gn(fn))k

] ∣∣∣ ≤
P (Ec

n)E
[
(Gn(fn))2k

]
= o(1) by Cauchy and the assumption limn→∞ P (En) = 1, hence it

follows from another assumption En ⊂ Ec
1,n and Gn(fn) = Gn(fn) on Ec

1,n that

lim
n→∞

E
[
I(En)(Gn(fn))k

]
= lim

n→∞

(
E
[
(Gn(fn))k

]
− E

[
I(Ec

n)(Gn(fn))k
])

= τk(f),

as desired.
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