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Abstract: Isomorphism examination determines whether two design matrices are

equivalent subject to some row, column, and level permutations. The purpose of

this paper is to study the isomorphism problem from the viewpoint of the count

vector. We find that two designs are isomorphic if and only if there exists a special

type of linear transformation between their count vectors. The transformation can

be characterized in terms of set operations for the subscripts of elements in the

count vector. Besides, we propose an initial screening method based on the count

vector, called the split-count matrix. We prove that the split-count matrix is more

efficient than most existing initial screening methods. Some modified versions of

the split-count matrix, including a projection version and some simplified versions,

are discussed. Some examples and comparisons are given to demonstrate the power

of the split-count matrix.
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1. Introduction

Isomorphism examination determines whether two design matrices are equiv-

alent subject to row and column permutations and level exchanges. It has played

an important role in the enumeration of designs and the search of optimal de-

signs, such as minimum aberration designs. However, isomorphism examination

is a computationally intensive and time-consuming task. For instance, it requires

n!k!(s!)k comparisons to examine two non-isomorphic designs that have n runs

and k factors, each with s levels. Some methods have been suggested in the litera-

ture to accelerate the computation. They usually adopt some measure of designs

that is easy to calculate to initially classify designs into groups according to their

value(s) of the measure. The classification ensures that designs classified into dif-

ferent groups are non-isomorphic so that it is no longer necessary to apply a thor-

ough examination for designs in different groups. These measures, which might

have been originally proposed for other purposes than isomorphism examina-

tions, include generalized word length pattern (abbreviated as GWLP ) proposed

in Tang and Deng (1999), confounding frequency vector (abbreviated as CFV )
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proposed in Deng and Tang (1999), Hamming distance matrix (abbreviated as

HD) proposed in Clark and Dean (2001), squared centered L2 discrepancy (ab-

breviated as CD2
2) proposed in Ma, Fang, and Lin (2001), and uth power moment

(abbreviated as Ku) proposed in Xu (2003). For details about these measures,

the reader is referred to the survey paper by Katsaounis and Dean (2008). Be-

cause these methods cannot guarantee that designs classified into the same group

are isomorphic, we call them initial screening methods. For designs classified into

the same group by these measures, it is needed to apply some unique determina-

tion methods, which are usually much more computation-intensive, to examine

whether the designs are really equivalent. A unique determination method pro-

vides necessary and sufficient conditions for equivalence of designs. There exist

two approaches in the statistical literature that provide unique determination

methods: one is the approach based on J-characteristics and indicator function

(Ye (2003); Cheng and Ye (2004); Stufken and Tang (2007)), and the other is

the Hamming distance approach of Clark and Dean (2001).

The purpose of this paper is to study the isomorphism problem of 2-level

designs from the viewpoint of the count vector, introduced later in this section.

In Section 2, we prove that two designs are isomorphic if and only if there ex-

ists a special type of linear transformation between their count vectors. This

property can be utilized to uniquely determine the isomorphism class of designs.

In Section 3, we propose an initial screening method called the split-count ma-

trix. We prove that the split-count matrix has better classification power than

most initial screening measures mentioned above. In Section 4, we discuss some

modified versions of the split-count matrix, including one incorporating the use

of projected designs and several simplified versions that are especially suitable

for designs with a large number of factors. In Section 5, some examples and

comparisons are given to demonstrate the power of our method. A summary is

given in Section 6.

In the remainder of this section, we introduce some notation and terminology.

For a set A, let ∥A∥ be the cardinality of the set. Let T = {1, . . . , k}, where k is

the number of factors of a design. For any m ⊆ T , define a 1× k vector

xm = (xm1, . . . , xmk), where

{
xmj = −1, if j ∈ m,

xmj = +1, otherwise.
(1.1)

By arranging xm’s in the Yates order of m, we define a 2k × k matrix

X = (xT
ϕ ,x

T
1 ,x

T
2 ,x

T
12,x

T
3 ,x

T
13,x

T
23,x

T
123,x

T
4 ,x

T
14, . . .)

T ,

where the superscript T denotes vector transpose and the subscripts denote the

subsets m’s. For instance, x1 represents x{1}, x12 represents x{1,2}, and so forth.
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Notice that X can be regarded as a k-factor full factorial design with m as its

row index. If hj denotes the jth column of X, j = 1, . . . , k, then X can also be

represented as

X = (h1, . . . ,hk). (1.2)

For any t ⊆ T , let ht be the component-wise product of the columns hj , j ∈ t.

That is, ht is a 2k × 1 vector whose m-th component is

hmt =
∏
j∈t

xmj . (1.3)

Because ∥m ∩ t∥ is the number of negative xmj ’s in (1.3), it is obvious that

hmt =

{
−1, if ∥m ∩ t∥ is odd,

1, if ∥m ∩ t∥ is even.
(1.4)

By arranging the ht in the Yates order of t, we obtain a 2k × 2k matrix

H = (hϕ,h1,h2,h12,h3,h13,h23,h123,h4,h14, . . .), (1.5)

referred to as the model matrix of X, with m as its row index and t as its column

index. The matrix H is a Hadamard matrix.

Let D = (dij), an n× k matrix, be a k-factor design matrix with n runs and

levels coded as +1 and −1. Let Nm denote the number of appearances that a

run xm occurs in the design D. Then, up to a row permutation, D is uniquely

determined by the 2k × 1 vector

N = (Nϕ, N1, N2, N12, N3, N13, N23, N123, N4, N14, . . .)
T ,

where Nm’s are arranged in the Yates order of m. We call N the count vector of

design D because it counts for D the numbers of appearance of all possible level

combinations in X. The concept of the count vector has appeared in Tang (2001)

and Stufken and Tang (2007) concerning the study of J-characteristics, and in

Fontana, Pistone, and Rogantin (2000), Ye (2003), and Cheng and Ye (2004) to

define the indicator function.

Two count vectors are called isomorphic if their corresponding design matri-

ces are isomorphic. For two matrices U1 and U2 with the same number of rows,

let [U1|U2] denote the l × (m1 + m2) matrix formed by arranging the l × m1

matrix U1 in the first m1 columns and the l × m2 matrix U2 in the last m2

columns. We combine X and N(D) to form a 2k × (k + 1) matrix [X|N(D)]. In

each row of the matrix [X|N(D)], the first k components denote a run in the full

factorial design and the last component denotes the number of appearances of

the run in D. Because the design matrix of D can be obtained from [X|N(D)],
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[X|N(D)] can fully characterize D, and D is uniquely determined by N up to a

row permutation.

2. Count Vector and Isomorphism

In this section, we first discuss how [X|N(D)] is affected when the operations

of sign switch (i.e., level exchange of 2-level designs), column, and row permu-

tations are applied on D. From the discussion, some necessary and sufficient

conditions for two count vectors to be isomorphic are derived.

Let Dr be the design obtained by permutating the rows of the design D.

Because the elements in N(D) and N(Dr) are always sorted in Yate’s order of m,

we have [X|N(D)] = [X|N(Dr)]. In other words, for isomorphism examination

based on the count vector, the row permutation operation can be ignored because

it has no influence to the count vector.

Suppose that Ds is obtained by switching the sign of factors κ1, . . . , κg in D.

For κ = {κ1, . . . , κg} ⊆ T , take νκt = ∥κ ∩ t∥ for t ⊆ T . The design Ds can be

represented as [Xs|N(D)], where Xs = ((−1)ν
κ
1 h1, . . . , (−1)ν

κ
khk) is obtained by

switching the signs of factors κ1, . . . , κg in X. Let Rs be the 2k × 2k matrix that

represents the row permutation operation to transform Xs into X, i.e., Rs
ij = 1

if the jth row in Xs is the ith row in X and Rs
ij = 0 otherwise. Then we have

Rs[Xs|N(D)] = [X|N(Ds)], where

RsXs = X, (2.1)

and RsN(D) = N(Ds). Let λ(·) denote the procedure to transform a design

matrix into its model matrix as shown in (1.2) to (1.5). Then, λ(X) = H and

λ(Xs) = Hs, where

Hs = ((−1)ν
κ
ϕhϕ, (−1)ν

κ
1 h1, (−1)ν

κ
2 h2, (−1)ν

κ
12h12, . . . , (−1)ν

κ
1···kh1···k).

By applying λ on both sides of (2.1), we obtain

RsHs = H, (2.2)

because Rs and λ are exchangeable operations. Let Sκ be the 2k × 2k diagonal

matrix with diagonal hκ. Then Hs = HSκ, and (2.2) can be written as

RsHSκ = H. (2.3)

Because H−1 = 2−kH and (Sκ)−1 = Sκ, we obtain from (2.3) that

Rs = H(HSκ)−1 = H(Sκ)−1H−1 = 2−kHSκH.

We call Sκ a sign-switch matrix. There are 2k different Sκ’s, each corresponding

to a sign switch set κ ⊆ T . Define S as the collection of these Sκ’s. For any
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design Ds that is obtained by sign-switching some factors in D, there exists a

matrix S ∈ S such that, for the count vectors of D and Ds,

N(Ds) = (2−kHSH)N(D). (2.4)

The reverse statement is also true because the count vector representation of a

design is unique.

Let (j1, j2, · · · , jk) be a permutation of (1, 2, · · · , k). Suppose that Dc is

obtained from D by the column permutation (j1, j2, · · · , jk), i.e., the ith column

in Dc is the jith column in D. By following an argument similar to that for sign

switch operations, we can find a 2k×2k matrixRc that satisfiesRcN(D) = N(Dc)

and

RcHc = H, (2.5)

where

Hc = (hϕ,hj1 ,hj2 ,hj1j2 ,hj3 , · · · ,hj1···jk). (2.6)

Let I2k be the 2k × 2k identity matrix and denote the columns of I2k by

I2k = (eϕ, e1, e2, e12, e3, e13, e23, e123, e4, . . . , e1···k).

Let

Cj1j2···jk = (eϕ, ej1 , ej2 , ej1j2 , ej3 , ej1j3 , ej2j3 , ej1j2j3 , ej4 , . . . , ej1···jk). (2.7)

Then Hc in (2.6) can be written as Hc = HCj1···jk , and (2.5) becomes

RcHCj1···jk = H. (2.8)

Because (Cj1···jk)−1 = (Cj1···jk)T , we obtain from (2.8) that

Rc = H(HCj1···jk)−1 = H(Cj1···jk)−1H−1 = 2−kH(Cj1···jk)TH.

We call Cj1···jk a column-permutation matrix. There are k! different Cj1···jk ’s,

each corresponding to a permutation (j1, j2, · · · , jk). Let C be the collection of

them. For any design Dc that is obtained by permuting columns of D, there

exists a matrix C ∈ C such that for the count vectors of D and Dc,

N(Dc) = (2−kHCTH)N(D). (2.9)

The reverse statement is also true because the count vector representation of a

design is unique.

Theorem 1. Suppose D and D′ are two k-factor designs with count vectors

N(D) and N(D′), respectively. The designs D and D′ are isomorphic if and only

if there exist a sign-switch matrix S ∈ S and a column-permutation matrix C ∈ C
such that

N(D′) = (2−kHCTSH)N(D). (2.10)
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Proof. The result follows directly from (2.4), (2.9), and

(2−kHCTH)(2−kHSH) = 2−2kHCT (HH)SH = 2−kHCTSH.

Example 1. Let A1 be a 3-factor 2-level design with the count vector N(A1) =
(r1, r2, r3, r4, r5, r6, r7, r8)

T , where ri’s are non-negative integers. Let A2 be
obtained fromA1 by switching the sign of factors 1 and 2 and exchanging columns
of factors 1 and 3. According to the definition of the count vector, it can be easily
obtained thatN(A2) = (r4, r8, r2, r6, r3, r7, r1, r5)

T . By Theorem 1, κ = {1, 2}, so
set S = S12; the permutation is (j1, j2, j3) = (3, 2, 1), so setCj1j2j3 = C321, where
C321 can be obtained from I8 = (eϕ, e1, e2, e12, e3, e13, e23, e123) by exchanging
e1 and e3 and exchanging e12 and e23. The matrices S12 and C321 are

S12 =



1 0 0 0 0 0 0 0

0 −1 0 0 0 0 0 0

0 0 −1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 −1 0 0

0 0 0 0 0 0 −1 0

0 0 0 0 0 0 0 1


,C321 =



1 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0

0 0 1 0 0 0 0 0

0 0 0 0 0 0 1 0

0 1 0 0 0 0 0 0

0 0 0 0 0 1 0 0

0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1


,

from which we obtain

2−kH(C321)TS12H =



0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1

0 1 0 0 0 0 0 0

0 0 0 0 0 1 0 0

0 0 1 0 0 0 0 0

0 0 0 0 0 0 1 0

1 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0


. (2.11)

It is then easy to check that N(A1) and N(A2) satisfy (2.10).

The matrix 2−kHCTSH in (2.10) is a permutation matrix and its function
is to rearrange the order of elements in a count vector. The systematical reorder-
ing of elements in a count vector resulting from the sign switches and column
permutations applied on the design matrix can be characterized by using some
set operations of the subscripts, as shown in the next theorem. First we need
some definitions. Let π denote the permutation (j1, j2, . . . , jk) of (1, 2, . . . , k),
and then for m ⊆ T , take

mπ =
∪
i∈m

{ji}. (2.12)

For sets a and b, their symmetric difference is a⊖ b = (a ∪ b) \ (a ∩ b).
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Theorem 2. Suppose that D and D′ are two k-factor designs with count vectors

N(D) and N(D′), respectively. The design D′ can be obtained from D by switching

sign of factors in κ = {κ1, . . . , κg}, permuting columns via the permutation π =

(j1, j2, · · · , jk), and permuting some rows, if and only if for any row indexes

m ⊆ T , the components in N(D) and N(D′) satisfy Nm(D′) = Nmπ⊖κ(D).

Proof. We first prove sufficiency. Suppose that the run xm in D′ is obtained

from the run xy in D through the sign switches, column permutations, and row

permutations as stated. It is enough to show that y = mπ ⊖ κ. Recall that

the subscript set m of xm (or Nm) indicates the factors whose levels are set

to −1 in the run xm. If Ds is the design obtained from D by switching sign

of factors in κ. Under the sign-switch operation, the run xy in D becomes the

run xy⊖κ in Ds. Next, if D′ is the design obtained from Ds through the column

permutation (j1, . . . , jk), then the run xmπ in Ds becomes the run xm in D′. It

is then obvious that xy⊖κ = xmπ , and therefore y ⊖ κ = mπ. Sufficiency holds

because y = (y ⊖ κ) ⊖ κ = mπ ⊖ κ. Necessity is true because the count vector

representation of a design is unique.

Example 2. (Example 1 cont.) Let κ = {1, 2} and (j1, j2, j3) = (3, 2, 1). By

Theorem 2, N(A2) can be obtained from N(A1) through the set operations of

subscripts, as follows.

N(A2) = (Nϕ⊖κ(A1), Nj1⊖κ(A1), Nj2⊖κ(A1), Nj1j2⊖κ(A1),

Nj3⊖κ(A1), Nj1j3⊖κ(A1), Nj2j3⊖κ(A1), Nj1j2j3⊖κ(A1))
T

= (r4, r8, r2, r6, r3, r7, r1, r5)
T .

Clark and Dean (2001) provided a necessary and sufficient condition for two

designs to be isomorphic based on the Hamming distance. A distinction between

their and our methods is that the number of iterations for distinguishing two

non-isomorphic designs in their method is a function of n and k, while in our

methods it is a function of k (k!2k) as shown in Theorem 2.1 and 2.2.

An algorithm for checking equivalence of two designs is this. Step 1: select

a sign-switch matrix with diagonal hκ, i.e., S
κ, and select a column-permutation

matrix,Cπ. Step 2: calculateR = 2−kH(Cπ)TSκH and check whetherRN(D) =

N(D′); if so, then D′ is obtained from D by switching signs of factors in κ and

then permutating columns by π; if not, repeat Steps 1 and 2 by replacing κ and π

until all of the combinations of κ and π are considered. Designs D and D′ are non-

isomorphic if there exists no combination of κ and π such that RN(D) = N(D′).
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Table 1. Split-count vectors of the designs with three factors.

t = {1} N+
1 = ξ({Nϕ, N2, N3, N23}) N−

1 = ξ({N1, N12, N13, N123})
t = {2} N+

2 = ξ({Nϕ, N1, N3, N13}) N−
2 = ξ({N2, N12, N23, N123})

t = {1, 2} N+
12 = ξ({Nϕ, N12, N3, N123}) N−

12 = ξ({N1, N2, N13, N23})
t = {3} N+

3 = ξ({Nϕ, N1, N2, N12}) N−
3 = ξ({N3, N13, N23, N123})

t = {1, 3} N+
13 = ξ({Nϕ, N2, N13, N123}) N−

13 = ξ({N1, N12, N3, N23})
t = {2, 3} N+

23 = ξ({Nϕ, N1, N23, N123}) N−
23 = ξ({N2, N12, N3, N13})

t = {1, 2, 3} N+
123 = ξ({Nϕ, N12, N13, N23}) N−

123 = ξ({N1, N2, N3, N123})

3. Split-Count Matrix

Here we propose an initial screening measure, called the split-count matrix.

It is based on the count vector. We prove that isomorphic designs have identical

split-count matrices, and that the isomorphism screening using the split-count

matrix is more efficient than most initial screening methods mentioned in Sec-

tion 1.

Let ξ(·) be a sorting function that arranges, in descending order, the elements

of a set of non-negative integers. For any non-empty column index t ⊆ T and a

count vector N, let n+
t be the collection of Nm’s, m ⊆ T and ∥m ∩ t∥ is even,

and n−
t be the collection of Nm’s, m ⊆ T and ∥m ∩ t∥ is odd. Notice that

∥n+
t ∥ = ∥n−

t ∥ for any t. We call N+
t = ξ(n+

t ) the positive split-count vector of t,

and N−
t = ξ(n−

t ) the negative split-count vector of t. Hereafter, they are referred

to as the split-count vectors of t when there is no ambiguity. We list in Table 1

all the split-count vectors for the case k = 3.

Lemma 1. Let D′ be obtained from D by switching sign of factors in κ =

{κ1, . . . , κg}, permuting columns via the permutation π = (j1, . . . , jk), and per-

muting some rows. For any column index t ⊆ T , let νκ,πt = ∥κ ∩ tπ∥, where tπ

is as at (2.12). Then

(i) N+
t (D′) = N+

tπ(D), and N−
t (D′) = N−

tπ(D), if νκ,πt is even;

(ii) N+
t (D′) = N−

tπ(D), and N−
t (D′) = N+

tπ(D), if νκ,πt is odd.

Proof. Because Nm(D′) = Nmπ⊖κ(D), Theorem 2, to prove Lemma 1 it is

enough to show that when νκ,πt is even, ∥m∩t∥ is odd if and only if ∥(mπ⊖κ)∩tπ∥
is odd, and when νκ,πt is odd, ∥m ∩ t∥ is even if and only if ∥(mπ ⊖ κ) ∩ tπ∥ is

odd. These follow immediately from

∥(mπ ⊖ κ) ∩ tπ∥ = ∥mπ ∩ tπ∥+ ∥κ ∩ tπ∥ − 2∥mπ ∩ κ ∩ tπ∥
= ∥m ∩ t∥+ νκ,πt − 2∥mπ ∩ κ ∩ tπ∥.

Let A and B be vectors (of the same dimension) of non-negative integers.

We say A is greater than B in lexicographic order (lex order, for short), denoted
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A >lex B, if in the vector difference A − B the leftmost (or topmost) nonzero

is positive. For example, (2, 1, 0) >lex (1, 1, 1) and (2, 1, 1) >lex (2, 1, 0). We say

A ≥lex B if A >lex B or A = B.

For any non-empty column index t ⊆ T and a count vector N, let Nt be the

2k × 1 vector such that

Nt =


(
N+

t

N−
t

)
, if N+

t ≥lex N−
t ,(

N−
t

N+
t

)
, if N−

t >lex N+
t .

(3.1)

For j = 1, . . . , k, sort the Nt with ∥t∥ = j in lex order and rename the sorted

Nt as

Nj
(1) ≥lex Nj

(2) ≥lex · · · ≥lex Nj

((kj ))
. (3.2)

The split-count matrix, denoted as Nsp, is then defined as

Nsp = (N1
(1), . . . ,N

1
((k1))

,N2
(1), . . . ,N

2
((k2))

, . . . ,Nk
((kk))

);

this combines the sorted Nt’s by columns with j varying from 1 to k.

Example 3. (Example 1 cont.) For illustration, we set ri = i for i = 1, . . . , 8.

The split-count matrix of A1 is

Nsp(A1) =



N3 N2 N1

8 8 8

7 7 6

6 4 4

5 3 2

4 6 7

3 5 5

2 2 3

1 1 1

N23 N13 N12

8 8 8

7 6 5

2 3 4

1 1 1

6 7 7

5 5 6

4 4 3

3 2 2

N123

8

5

3

2

7

6

4

1


.

The first three columns are sorted Nt with ∥t∥ = 1, columns 4 to 6 are sorted

Nt with ∥t∥ = 2, and the last column is N123. Each Nt is a combination of N+
t

and N−
t , with the one on top larger than the one on bottom in lex order.

For an initial screening measure for isomorphism examination, we have the

following.
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Theorem 3. If two designs D and D′ are isomorphic, then Nsp(D) = Nsp(D′).

Proof. Suppose that D′ can be obtained from D as stated in Lemma 1. From

Lemma 1 and (3.1), we know that Nt(D′) = Ntπ(D) for any non-empty t ⊆ T .

Because ∥t∥ = ∥tπ∥, the sorted Nt(D′) with ∥t∥ = j portion of Nsp(D′) is

identical to the sorted Ntπ(D)’s with ∥tπ∥ = j portion of Nsp(D) for j = 1, . . . , k.

Theorem 3 indicates that no matter what operations of column permutation,

row permutation, and sign switch are applied to a design matrix, its split-count

matrix is invariant under the operations.

The split-count matrix is more powerful in isomorphism screening than most

initial screening measures (except HD) mentioned in Section 1. This is shown in

the next theorem. To prove the theorem, note that, given in Stufken and Tang

(2007), for any column index t ⊆ T , the t-th component of J-characteristics,

denoted by Jt, can be written as Jt =
∑

m⊆T hmtNm. By (1.4) and the definition

of split-count vectors, we can write

Jt = 1T2k−1

(
N+

t −N−
t

)
, (3.3)

where 12k−1 is the 2k−1 × 1 vector with all components one.

Theorem 4. For designs D and D′, the following hold.

(i) If Nsp(D) = Nsp(D′), then CFV (D) = CFV (D′).

(ii) If CFV (D) = CFV (D′), then GWLP (D) = GWLP (D′).

(iii)GWLP (D) = GWLP (D′) if and only if Ku(D) = Ku(D′) for u = 1, . . . , k.

(iv) If GWLP (D) = GWLP (D′) (or Ku(D) = Ku(D′) for u = 1, . . . , k), then

CD2
2(D) = CD2

2(D′).

Proof. For (i), it is enough to show that CFV is completely determined by Nsp.

For a k-factor design D with n runs, Deng and Tang (1999) defined CFV as

CFV (D) = ((l1,n, . . . , l1,1), (l2,n, . . . , l2,1), . . . , (lk,n, . . . , lk,1)),

where li,j is the number of t’s such that |Jt| = j and ∥t∥ = i. In Nsp(D), columns

1 to k contain Nt(D) with ∥t∥ = 1, where Nt(D) is a combination of N+
t (D) and

N−
t (D) as at (3.1). By (3.3), the vector (l1,n, . . . , l1,1) in CFV (D) is completely

determined by the columns 1 to k in Nsp(D) because Nt(D) uniquely determines

|Jt|. The same argument applies to the cases of i = 2, . . . , k.

For (ii), it is enough to show that GWLP is completely determined by CFV .

Tang and Deng (1999) took GWLP (D) = (α1(D), . . . , αk(D)), where αi(D) =∑
∥t∥=i

(
Jt
n

)2
, for i = 1, . . . , k. The result (ii) holds because αi, i = 1, . . . , k, can

be expressed as a function of li,j ’s as αi(D) =
∑n

j=1 li,j

(
j
n

)2
.
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For (iii), an equation given by Xu (2003, p.696) shows the relationship be-

tween GWLP and Ku, u = 1, . . . , k:

Ku(D) = cuαu(D) + cu−1αu−1(D) + · · ·+ c1α1(D) + c0 − C,

where ci = ci(u;n, k, s) = [n/(n− 1)]
∑u

m=0(−1)m+i(um)ku−m[
∑m

j=0 j!S(m, j)s−j

(s − 1)j−i(k−i
j−i)], C = ku/(n − 1), and the S(m, j) are Stirling numbers of the

second kind. It is obvious that the Ku can be uniquely determined by GWLP ,

and vice versa.

The result (iv) follows directly from, Ye (2003, p.992),

CD2
2(D) =

(
13

12

)k

− 2

(
35

32

)k

+

(
9

8

)1 +

k∑
j=1

αj(D)

9j

 ,

which shows that GWLP uniquely determines CD2
2.

The theorem immediately provides, as a corollary, the rank order of these

measures on classification power. The proof of the corollary is straightforward

and is thus omitted here.

Corollary 1. For an initial screening measure M and fixed n and k, let #(M)

be the number of non-isomorphic groups distinguished by M. Then,

#(Nsp) ≥ #(CFV ) ≥ #(GWLP ) = #(Ku) ≥ #(CD2
2).

Suppose that we define the screening efficiency by

eff(M) =
#(M)

total number of non-isomorphic classes
.

According to Corollary 1, the screening efficiencies of the measures mentioned in

the corollary can be ranked as

1 ≥ eff(Nsp) ≥ eff(CFV ) ≥ eff(GWLP ) = eff(Ku) ≥ eff(CD2
2) > 0.

For the efficiency comparison between HD and the split-count matrix, neither

is superior to the other. As will be shown in Example 6 in Section 5, the split-

count matrix has higher efficiencies than HD in most instances, but there are

cases where HD has better classification power.

4. Projection and Simplified Methods

In isomorphism classification using initial screening measures, projection is

a widely employed technique to improve efficiency. For a k-factor design and

an integer p ≤ k, there are
(
k
p

)
p-factor projected designs. We can apply an
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initial screening measure M on each of the
(
k
p

)
projected designs and obtain

(
k
p

)
M -measures. An M -measure could be a value (such as CD2

2), a vector (such

as CFV , GWLP , or Ku), or a matrix (such as HD and Nsp). The frequency

of these M -measures is referred to as p-dimensional projection frequency of M .

We call the collection of all p-dimensional projection frequencies, p = 1, . . . , k,

the complete projection frequency of M , and denote it by PM . If two designs

are isomorphic, their p-dimensional projection frequencies are identical for any

p. Therefore, PM can be used as an initial screening measure. The classification

power of PM is at least as high as M , i.e.,

#(PM ) ≥ #(M) and eff(PM ) ≥ eff(M).

For the projection versions of the initial screening measures that appeared

in Corollary 1, the ranking remains unchanged, i.e.,

#(PNsp) ≥ #(PCFV ) ≥ #(PGWLP ) = #(PKu) ≥ #(PCD2
2
),

1 ≥ eff(PNsp) ≥ eff(PCFV ) ≥ eff(PGWLP ) = eff(PKu) ≥ eff(PCD2
2
) > 0.

For a k-factor design, the dimension of its split-count matrix is 2k× (2k−1).

Dimension increases dramatically when k becomes large. In the remainder of

this section, some lower dimensional measures based on the split-count matrix

are proposed for the isomorphism classification of designs with a large k.

Let us sum up the split-count vectors over t’s with ∥t∥ = j, i.e.,

SNj =
∑
∥t∥=j

(N+
t +N−

t ),

for j = 1, . . . , k, and define the sum of the split-count matrix as

SNsp = (SN1,SN2, . . . ,SNk).

Take the design A1 in Example 3 as an example, its sum of the split-count matrix

is

SNsp(A1) =


41 44 15

33 34 11

21 20 7

13 10 3

 .

According to Theorem 3 and the property that SNsp is determined by Nsp,

when designs D and D′ are isomorphic, SNsp(D) = SNsp(D′). This implies

that SNsp can be used as an initial screening measure. The measure SNsp

reduces the dimension of Nsp from 2k × (2k − 1) to 2k−1 × k. It is clear that

the screening efficiency of SNsp is not higher than that of Nsp but, as will be
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shown in Example 6 in Section 5, in many cases their efficiencies are either equal

or very close.

For a highly fractional factorial design, i.e., a k-factor design with n distinct

runs, where n is much smaller than 2k, a large proportion of the components in

its count vector are zero. These 0’s appear in the bottom of the N+
t and N−

t

because the components in N+
t and N−

t are sorted from large to small, causing

the split-count matrix to contain many rows of 0’s. These rows can be removed to

reduce dimensionality. Because N+
t ’s and N−

t ’s contain at least 2k−1−n zeros, in

the split-count matrix the (n+1)-th to the (2k−1)-th rows and the (2k−1+n+1)-

th to the (2k)-th rows are zero. We can at least remove these 2k − 2n rows to

reduce the dimension of Nsp from 2k × (2k − 1) to 2n× (2k − 1), and dimension

can be further reduced if there are more rows of 0’s in Nsp. This technique can

also be applied to SNsp to at least reduce its dimension from 2k−1 × k to n× k.

For a design with single replicate (i.e., the components in its count vector

are either 1 or 0), its Nsp can be uniquely determined by its CFV . Then, the

isomorphism screening based on Nsp is equivalent to that based on CFV . Take,

as an example, a k-factor design whose count vector contains n ones and 2k − n

zeros. Note that li,j in its CFV is the number of t’s with |Jt| = j and ∥t∥ = i.

Among t’s with ∥t∥ = i, there are li,j of them with |Jt| = j, j = 1, . . . , n, and(
n
i

)
−
∑n

j=1 li,j , denoted by li,0, with |Jt| = 0. From (3.3), we know that for any of

li,j different t’s with |Jt| = j, j = 0, 1, . . . , n, the absolute difference between the

numbers of 1’s in its corresponding N+
t and N−

t is j. Together with the condition

that the sum of the numbers of 1’s in N+
t and N−

t is n, we know that one of N+
t

and N−
t must have (n+ j)/2 ones on top followed by 2k−1− (n+ j)/2 zeros, and

the other with (n− j)/2 ones on top followed by 2k−1 − (n− j)/2 zeros. Among

all Nt with ∥t∥ = i, which are obtained by sorting N+
t and N−

t in lex order as

presented in (3.1), li,j of them, j = 0, 1, . . . , n, are the vector whose components

from top to bottom are (n+ j)/2 ones, 2k−1 − (n+ j)/2 zeros, (n− j)/2 ones,

and 2k−1 − (n− j)/2 zeros. Therefore, CFV can fully determine Nsp. Because

CFV has a much lower dimension than Nsp when k is large, the former should

replace the latter in the initial screening of designs with single replicate.

The above discussion also points out a relationship between the strength

of an orthogonal array and its Nsp. For an n-run orthogonal array of strength

s, all its Jt with ∥t∥ ≤ s are zero. Therefore, the first
(
n
1

)
+

(
n
2

)
+ · · · +

(
n
s

)
columns in Nsp are the vector whose components from top to bottom are n/2

ones, 2k−1 − n/2 zeros, n/2 ones, and 2k−1 − n/2 zeros. There is no need to

compute and compare these columns for orthogonal arrays of strength s.
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5. Some Comparisons

We use examples to study and compare the classification power of the initial

screening measures mentioned in this paper. The measures are Nsp, SNsp, HD,

CFV , GWLP , Ku, and CD2
2, and their projection versions PNsp , PSNsp , PHD,

PCFV , PGWLP , PKu , and PCD2
2
, respectively. The computational time for each

method is shown in Tables 2 and 3 (processor: 2.4 GHz Intel Core 2 Duo; memory:

4GB 1067 MHz DDR3; code: R). In this section, we use OA(n, k, s) to denote

n-run orthogonal arrays of strength s for k factors each at 2 levels.

Example 4. Katsaounis and Dean (2008) gave a classification example of non-

isomorphic 4-factor designs. The designs, they denote by df1 and df5, are not

mean-orthogonal, i.e., their strengths are less than one. Among initial screening

measures discussed in their paper only Deseq1, proposed by Clark and Dean

(2001) and which can be regarded a simpler projection version ofHD, can classify

df1 and df5 as non-isomorphic. The two designs are represented in terms of the

count vector as

N(df1) = (1, 0, 1, 1, 1, 3, 2, 1, 1, 1, 0, 2, 0, 0, 0, 2)T ,

N(df5) = (2, 0, 1, 2, 1, 0, 1, 0, 1, 0, 3, 1, 1, 2, 0, 1)T .

The split-count matrices are

Nsp(df1) =



3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

2 2 2 1 2 2 2 2 2 1 2 2 2 2 2

2 2 1 1 2 2 1 1 1 1 2 2 1 1 2

1 1 1 1 1 1 1 1 1 1 2 1 1 1 1

1 1 1 1 1 1 1 1 0 0 1 1 1 1 1

1 0 1 0 1 0 1 0 0 0 1 1 1 1 1

0 0 1 0 1 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 2 2 2 2 2 2 2 2 2 1 2 2 2 2

1 1 2 2 1 1 2 2 2 2 1 1 2 2 1

1 1 1 2 1 1 1 1 1 2 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 0 1 0 1 1 1 1 1 1 1 0 1 1

0 1 0 1 0 1 0 1 1 1 0 0 0 0 0

0 0 0 0 0 0 0 0 1 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



,
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Nsp(df5) =



3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

2 2 2 2 2 2 2 2 2 1 2 2 2 1 2

2 1 1 1 2 2 1 1 1 1 2 2 2 1 2

1 1 1 1 1 1 1 1 1 1 2 1 1 1 1

1 1 1 1 1 1 1 0 0 1 1 1 1 1 1

1 1 1 1 1 1 0 0 0 0 0 1 1 0 1

0 1 0 0 1 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 2 2 2 2 2 2 2 2 2 1 2 2 2 2

1 2 2 2 1 1 2 2 2 2 1 1 1 2 1

1 1 1 1 1 1 1 1 1 2 1 1 1 2 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 1 0 1 1 1 1 1 1 0 1 1 1

0 0 0 0 0 0 1 1 1 1 1 0 0 1 0

0 0 0 0 0 0 0 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



.

Because Nsp(df1) and Nsp(df5) are different (e.g., check their second columns),

the split-count matrix can quickly identify the two designs as non-isomorphic.

Their sum of split-count matrices are

SNsp(df1) =



20 30 19 5

13 21 14 3

11 15 10 3

8 12 9 2

7 9 7 2

4 6 4 1

1 3 1 0

0 0 0 0


and SNsp(df5) =



20 30 19 5

15 21 12 3

19 15 12 3

8 12 9 2

7 9 7 2

4 6 4 1

1 3 1 0

0 0 0 0


.

Because SNsp(df1) and SNsp(df5) are different (e.g., check their first columns),

SNsp can also classify them as non-isomorphic. It takes less than one second for

Nsp and SNsp to distinguish the designs. This example demonstrates how to use

Nsp and SNsp to perform isomorphism examination and shows that, although

most initial screening measures fail to distinguish them, the methods based on

the count vector work.
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Table 2. Results of isomorphism classification for the eight non-isomorphic
designs given in Example 5.

Methods Classification results Computation time (sec.)
Nsp {B1}, {B2}, {B3}, {B4}, {B5}, {B6}, {B7}, {B8} 1.6
SNsp {B1}, {B2}, {B3}, {B4}, {B5}, {B6}, {B7}, {B8} 1.1
HD {B1,B2,B3,B4,B5,B6,B7,B8} 0.6
CFV {B1,B4,B5,B6}, {B2,B3,B7,B8} 1.4
GWLP {B1,B2,B3,B4,B5,B6,B7,B8} 1.3
Ku {B1,B2,B3,B4,B5,B6,B7,B8} 1.8
CD2

2 {B1,B2,B3,B4,B5,B6,B7,B8} 1.5
PHD {B1}, {B2}, {B3}, {B4}, {B5}, {B6}, {B7,B8} 18.7
PCFV {B1}, {B2}, {B3}, {B4}, {B5}, {B6}, {B7,B8} 42.0
PGWLP {B1}, {B2}, {B3}, {B4}, {B5}, {B6}, {B7,B8} 40.4
PKu {B1}, {B2}, {B3}, {B4}, {B5}, {B6}, {B7,B8} 57.0
PCD2

2
{B1}, {B2}, {B3}, {B4}, {B5}, {B6}, {B7,B8} 47.2

Example 5. Designs B1 to B8 are eight non-isomorphic OA(32, 5, 2)’s with count

vectors

N(B1)=(1, 3, 1, 1, 0, 0, 0, 2, 1, 0, 1, 0, 2, 1, 2, 1, 1, 0, 1, 0, 2, 1, 2, 1, 1, 1, 1, 3, 0, 2, 0, 0)T ,

N(B2)=(1, 1, 3, 0, 0, 1, 0, 2, 1, 2, 0, 0, 1, 1, 2, 1, 1, 0, 1, 1, 2, 2, 0, 1, 1, 1, 0, 3, 1, 0, 2, 0)T ,

N(B3)=(0, 0, 3, 0, 2, 1, 1, 1, 1, 2, 1, 1, 0, 2, 0, 1, 1, 2, 0, 2, 1, 1, 0, 1, 2, 0, 0, 1, 1, 0, 3, 1)T ,

N(B4)=(1, 1, 2, 0, 0, 0, 1, 3, 2, 1, 1, 0, 1, 2, 0, 1, 1, 2, 0, 1, 2, 1, 1, 0, 0, 0, 1, 3, 1, 1, 2, 0)T ,

N(B5)=(0, 0, 3, 1, 1, 1, 0, 2, 1, 1, 1, 1, 2, 2, 0, 0, 2, 2, 0, 0, 1, 1, 1, 1, 1, 1, 0, 2, 0, 0, 3, 1)T ,

N(B6)=(1, 0, 2, 1, 2, 1, 1, 0, 1, 1, 0, 2, 0, 2, 1, 1, 1, 1, 0, 2, 0, 2, 1, 1, 3, 0, 0, 1, 0, 1, 3, 0)T ,

N(B7)=(1, 0, 2, 1, 2, 1, 1, 0, 1, 1, 0, 2, 0, 2, 1, 1, 1, 1, 0, 2, 0, 2, 1, 1, 3, 0, 0, 1, 0, 1, 3, 0)T ,

N(B8)=(0, 1, 0, 1, 3, 0, 1, 2, 2, 2, 1, 1, 0, 0, 1, 1, 1, 1, 2, 2, 1, 1, 0, 0, 1, 0, 1, 0, 0, 3, 2, 1)T .

The classification results of the eight designs, together with the computation time

(in seconds) under different initial screening measures, are presented in Table 2.

The first part of the table contains the classification results of Nsp and SNsp.

They successfully classify the eight designs as non-isomorphic, even though the

projection technique is not employed. The second part contains the classification

results ofHD, CFV , GWLP , Ku, and CD2
2. The measure CFV can only classify

these designs as two groups {B1,B4,B5,B6} and {B2,B3,B7,B8}, and the other

measures fail to distinguish between any of the eight non-isomorphic designs.

The classification results of the projection versions of HD, CFV , GWLP , Ku,

and CD2
2 are given in the third part of Table 2. The technique of projection

significantly improves the classification power of these measures, but they still

cannot distinguish the designs B7 and B8.

Example 6. Although Corollary 1 shows that Nsp can achieve higher screening

efficiency than CFV , GWLP , CD2
2, andKu, it is still worthwhile illustrating how
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well the measures based on the count vector perform compared to other initial

screening measures. In this example, we provide a more thorough comparison.

We investigate the screening efficiencies of the measures for various OA’s. Sun,

Li, and Ye (2002) provides a complete catalog of OA(n, k, 2)’s for n = 12, 16, and

20. We study the screening efficiencies for all the OA’s given in their paper with

k ≤ 6. For the cases of OA’s with k = 4 or n = 12, all measures can fully classify

all non-isomorphic classes. For the other cases, screening efficiencies are reported

in Table 3. We also include in Table 3 some OA’s with n > 20 or s > 2 as given

in Lin and Cheng (2011). In the table, the notation OA(n, k, s) : w indicates that

there are w non-isomorphic classes for OA(n, k, s). For each case of the OA’s

in Table 3, the screening efficiencies and the computation time (in seconds) are

given on the left-hand side and the right-hand side of the colon individually. The

results for the measures not adopting and adopting projection are arranged on

the top and bottom of the table individually.

For the OA’s listed in Table 3, only the projection version of Nsp can success-

fully distinguish all non-isomorphic classes, i.e., reach 100% efficiency. For the

rest of the measures, those based on the count vector generally perform better

than the others. For example, PNsp and PSNsp have equal or higher efficiencies

than other projection versions in every cases, and strictly higher in all 6 cases

with larger w’s (w > 30). Actually in many cases Nsp and SNsp, which do

not utilize projection, already have better performance (with efficiencies at least

96%) than the projection versions of those measures not based on the count vec-

tor. For Nsp and SNsp, although eff(SNsp) is always no more than eff(Nsp),

we can see that their efficiencies are very close. They have identical efficiencies

in most cases, and the largest efficiency difference between them is 2.3% (in the

case of OA(32, 5, 2)). This closeness is more apparent in their projection ver-

sions, PNsp and PSNsp . For the measures not based on the count vector, the

use of projection can significantly improve efficiency. For example, in the case of

OA(36, 5, 2), the efficiencies of HD, CFV , GWLP , Ku, and CD2
2 are improved

by from 28% to 44.9% after projection is applied. The improvement achieved by

the use of projection is not so significant for Nsp and SNsp because their efficien-

cies (no projection versions) are already high enough in most cases. Among the

measures not based on the count vector, PHD has the best performance. In the

cases of OA(20, 6, 2), HD has higher efficiency than Nsp although the situation

is reversed in their projection versions. Neither HD nor Nsp is entirely superior

to the other, as mentioned in Section 3.

6. Summary

In this paper, the count vector approach is employed for isomorphism ex-

amination. A count vector can be regarded as an alternative representation of
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Table 3. Efficiency comparison of initial screening measures.
MethodOA(16, 5, 2)♭ : 11 OA(20, 5, 2)♭ : 11 OA(24, 5, 2)♮ : 63 OA(28, 5, 2)♮ : 127

Nsp 100.0 % : 1.5 (sec.) 100.0 % : 1.5 100.0 % : 9.6 98.4 % : 21.0
SNsp 100.0 % : 1.5 100.0 % : 1.7 100.0 % : 8.2 98.4 % : 21.4
HD 90.9 % : 1.5 100.0 % : 0.7 74.6 % : 25.4 78.7 % : 46.2
CFV 100.0 % : 1.5 90.9 % : 2.4 77.8 % : 28.7 46.5 % : 145.9
GWLP 90.9 % : 2.3 90.9 % : 2.4 58.7 % : 51.7 40.2 % : 169.3
Ku 90.9 % : 3.3 90.9 % : 3.3 58.7 % : 148.5 40.2 % : 180.0
CD2

2 90.9 % : 2.6 90.9 % : 2.6 58.7 % : 144.4 40.2 % : 171.1

PNsp 100.0 % : 47.1 100.0 % : 45.3 100.0 % : 297.9 100.0 % : 595.5
PSNsp 100.0 % : 45.4 100.0 % : 52.2 100.0 % : 254.9 100.0 % : 607.4
PHD 100.0 % : 19.5 100.0 % : 20.8 96.8 % : 106.4 93.7 % : 272.1
PCFV 100.0 % : 46.4 90.9 % : 46.1 92.1 % : 270.1 69.3 % : 555.0
PGWLP 100.0 % : 44.0 90.9 % : 47.7 92.1 % : 301.3 69.3 % : 570.6
PKu 100.0 % : 74.7 90.9 % : 76.3 92.1 % : 428.3 69.3 % : 901.3
PCD2

2
100.0 % : 52.5 90.9 % : 53.1 92.1 % : 299.4 69.3 % : 625.7

OA(32, 5, 2)♮ : 491 OA(36, 5, 2)♮ : 1242 OA(16, 6, 2)♭ : 27 OA(20, 6, 2)♭ : 75

Nsp 99.2 % : 71.5 99.3 % : 236.8 96.3 % : 38.9 68.0 % : 1562.6
SNsp 96.9 % : 81.9 98.4 % : 199.4 96.3 % : 38.9 68.0 % : 1560.8
HD 67.0 % : 328.8 67.0 % : 882.6 63.0 % : 600.7 69.3 % : 1484.3
CFV 45.2 % : 877.2 23.1 % : 5561.8 96.3 % : 38.7 56.0 % : 2158.4
GWLP 26.1 % : 1825.6 13.8 % : 9461.2 63.0 % : 602.4 56.0 % : 2158.5
Ku 26.1 % : 919.9 13.8 % : 9563.0 63.0 % : 605.0 56.0 % : 2164.7
CD2

2 26.1 % : 886.5 13.8 % : 9479.8 63.0 % : 602.7 56.0 % : 2159.4

PNsp 100.0 % : 2101.5 100.0 % : 7085.4 100.0 % : 229.6 100.0 % : 786.2
PSNsp 99.2 % : 2029.1 99.9 % : 5584.8 100.0 % : 228.3 100.0 % : 673.0
PHD 97.1 % : 1155.5 95.0 % : 2717.3 100.0 % : 111.0 96.0 % : 435.9
PCFV 75.6 % : 2189.0 58.7 % : 5885.6 100.0 % : 218.1 92.0 % : 839.3
PGWLP 75.6 % : 2249.9 58.7 % : 5847.1 100.0 % : 218.2 92.0 % : 843.9
PKu 75.6 % : 3513.3 58.7 % : 9004.3 100.0 % : 386.6 92.0 % : 1236.3
PCD2

2
75.6 % : 2478.4 58.7 % : 6424.7 100.0 % : 242.0 92.0 % : 870.2

OA(32, 6, 3)♮ : 10 OA(40, 6, 3)♮ : 9 OA(48, 6, 3)♮ : 45 OA(32, 7, 3)♮ : 17

Nsp 100.0 % : 2.2 100.0 % : 1.5 97.8 % : 42.4 100.0 % : 2.9
SNsp 100.0 % : 1.5 100.0 % : 1.4 97.8 % : 42.1 100.0 % : 2.4
HD 90.0 % : 36.0 100.0 % : 0.7 71.1 % : 637.7 64.7 % :> 105

CFV 100.0 % : 1.3 88.9 % : 36.4 82.2 % : 499.2 100.0 % : 2.1
GWLP 90.0 % : 36.5 88.9 % : 36.4 60.0 % : 1168.3 64.7 % :> 105

Ku 90.0 % : 37.3 88.9 % : 37.1 60.0 % : 1172.0 64.7 % :> 105

CD2
2 90.0 % : 36.6 88.9 % : 36.5 60.0 % : 1169.2 64.7 % :> 105

PNsp 100.0 % : 137.2 100.0 % : 97.0 100.0 % : 453.7 100.0 % : 365.8
PSNsp 100.0 % : 95.3 100.0 % : 87.8 100.0 % : 430.2 100.0 % : 310.8
PHD 100.0 % : 48.8 100.0 % : 44.6 93.3 % : 328.0 100.0 % : 120.9
PCFV 100.0 % : 81.5 88.9 % : 107.0 88.9 % : 660.7 100.0 % : 269.7
PGWLP 100.0 % : 79.6 88.9 % : 106.5 88.9 % : 643.2 100.0 % : 265.4
PKu 100.0 % : 130.0 88.9 % : 153.4 88.9 % : 875.4 100.0 % : 440.4
PCD2

2
100.0 % : 87.1 88.9 % : 113.9 88.9 % : 701.2 100.0 % : 289.3

♭: OA’s given in Sun, Li, and Ye (2002).
♮: OA’s given in Lin and Cheng (2011).
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design matrix and, although the idea of the count vector has been adopted in

several papers, the focus of the previous work was primarily on topics concerning

the J-characteristics expression of the count vector (or, in the terminology of in-

dicator function, the coefficients of monomials). We show that the count vector

itself can be a useful tool in the study of design properties. For isomorphism

examination, we provide necessary and sufficient conditions for two count vec-

tors to be isomorphic. The operations of column, row, and level permutations on

design matrix cause a systematic rearrangement of elements in the count vector.

We identify the pattern of the rearrangement and characterize it in two different

ways, linear transformation of vectors and set operations of subscripts. For the

faster initial screening based on the count vector, we propose several measures

and prove that they are invariant to column, row, and level permutations. We

also prove or illustrate by examples that the initial screening measures based

on the count vector generally have satisfactory classification power and better

screening efficiency.
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