Statistica Sinica 11(2001), 705-722

ROBUST LOCAL POLYNOMIAL REGRESSION
FOR DEPENDENT DATA
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Abstract: Let (X;,Y;)7—1 be a realization of a bivariate jointly strictly station-
ary process. We consider a robust estimator of the regression function m(z) =
E(Y|X = z) by using local polynomial regression techniques. The estimator is a
local M-estimator weighted by a kernel function. Under mixing conditions satisfied
by many time series models, together with other appropriate conditions, consistency
and asymptotic normality results are established. One-step local M-estimators are
introduced to reduce computational burden. In addition, we give a data-driven
choice for minimizing the scale factor involving the t-function in the asymptotic
covariance expression, by drawing a parallel with the class of Huber’s 1-functions.
The method is illustrated via two examples.

Key words and phrases: Data-driven, local M-estimator, local polynomial regres-
sion, mixing condition, one-step, robustness.

1. Introduction

Consider a bivariate sequence of jointly strictly stationary random vectors
{(X;,Y;),7=1,...,n}. Let m(z) = E(Y|X = z) denote the regression function
of Y on X, assumed to exist. When the sequence is i.i.d., the nonparametric
estimation of m(x) was first introduced independently by Nadaraya (1964) and
Watson (1964): for a sample of size n,

@) = Dl )Y, (1.1)
j=1
where .
wnl, X;) = K(H=5)/ 3 K50 (1.2
n i—1 n

The kernel function K(-) is typically a symmetric density function, and the se-
quence of positive real numbers h,,, bandwidths, control the amount of smooth-
ing. For the present discussion, we label (1.1) with weights (1.2) the Nadaraya-
Watson, or N-W estimator. More generally, the N-W estimator can be thought
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of as the solution of the following optimization problem:

Xj—IL’

), (1.3)

(z) = argmin " C(¥; — ) K(
j=1

where, for the N-W estimator, ((v) = v?, suggesting the least squares criterion.
Other choices of ¢ are possible, for example in the context of robustness (see
Hampel, Ronchetti, Rousseeaus and Stahl (1986) and Huber (1981)), leading
to the local M-type regression estimators (see Cleveland (1979), Hardle (1990),
Boente and Fraiman (1989), for example). For the purpose of this discussion,
we label the solution of (1.3) under general ¢ the local constant kernel regression
estimator (LOCKRE).

When the data exhibit dependence a structural assumption, widely adopted
in the study of nonparametric regression estimation, is the notion of strong-
mizing (or a-mizing). Introduced by Rosenblatt (1956), strong mixing is a prop-
erty shared by many time series models, including “generally” the autoregressive
linear processes (see Athreya and Pantala (1986), Boente and Fraiman (1990).)
Among a variety of mixing conditions, strong mixing is a mild restriction toward
achieving asymptotic normality (see Bradley (1986), Doukhan (1994)). Under
appropriate assumptions on the mixing rates, it was demonstrated that the per-
formance of LOCKRFEs under mixing is essentially the same as under the i.i.d.
assumption in terms of convergence rates, asymptotic normality and choice of
data-dependent bandwidths. In particular, LOCKREs under strong mixing ex-
hibit the same bias and boundary problems as the i.i.d. case (see Baek and We
-hyly (1993) and Boente and Fraiman (1995)).

In the i.i.d. setting, Fan (1993) showed that local polynomial regression esti-
mators have advantages over LOCKRFEs in terms of design adaptation and high
asymptotic efficiency. The local polynomial regression estimators are constructed
according to the following criterion: find a;’s so as to minimize

S0 = >, - ) PR (D) 4

j=1 k=0

Then m(z) is estimated by the solution, dg, of ag from (1.4). Similarly, m¥)(z),
the j-th derivative of m at x, is estimated by jla;. We label the regression estima-
tors so constructed as local polynomial kernel regression estimators (LOPKREs).
Obviously, the class of LOPKRFEs includes LOCKREs, but for the case p = 0 the
advantages of reducing bias and boundary adjustment are lost. So for LOPKRFEs
we will assume p > 0. For a detailed account of LOPKREs in the i.i.d. case, see
Fan and Gijbels (1996). For mixing processes, Masry and Fan (1997) showed
that LOPKRUFEs share essentially the same asymptotic behavior as in i.i.d. cases.
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Asin LOCKREs, LOPKREs can be robustified by using a general ¢ function
instead of quadratic loss in (1.4) to form local M-type regression estimators. We
will continue to call such estimators LOPKRFEs. Fan, Hu and Truong (1994),
Fan and Jiang (2000), and Welsh (1996) pointed out that, for i.i.d. cases, such
LOPKREs cope well with edge effects and are effective methods for derivative
estimation. It is interesting to point out that the concept of robust local poly-
nomial regression was previously introduced by Cleveland (1979), leading to the
so-called LOWESS or Locally Weighted Smoothing Scatterplots. Theoretical
endorsement of Cleveland’s LOWESS was given in Fan and Jiang (2000).

For the present investigation, we present asymptotic results on LOPKREs
under certain mixing conditions. This not only extends the results of Fan and
Jiang (2000) to non-i.i.d. cases, but overcomes the lack of robustness for the
estimators in Masry and Fan (1997). Pointwise asymptotic normality of our esti-
mators enables one to find the asymptotically optimal variable bandwidth choice,
and thereafter allows one to develop data-driven optimal variable bandwidth by
using the idea of Fan and Gijbels (1995). To reduce computational burden, we
study one-step local M-estimators which share the same asymptotic behavior as
fully iterative M-estimators. A data-driven method for choosing the 1-function
(derivative function of () is proposed. Our assumptions on the i-function are
considerably weaker than in earlier works, and we do not require the symmetry
of the conditional distribution of the error given X (see details in Section 2).
The dependence structures assumed in this study are similar to the p-mixing
and a-mixing conditions in Masry and Fan (1997).

The outline of this paper is as follows. In Section 2, we introduce the no-
tation and assumptions used throughout the paper. Section 3 concentrates on
the asymptotic properties of the proposed estimators, including pointwise consis-
tency and joint asymptotic normality. In Section 4, one-step local M-estimators
are studied and shown to have the same asymptotic behavior as their correspond-
ing M-estimators. Section 5 includes the data-driven method for choosing the
1-function within the class of Huber’s ¢-functions to minimize the asymptotic
variance, hence the asymptotic mean squared error, since asymptotic bias does
not depend on the ¢-function. The idea is illustrated by examples in Section 6.
Technical proofs are given in the Appendix.

2. Notations and Assumptions

As mentioned earlier, regression estimators constructed according to (1.4)
are generally not robust. To overcome this shortcoming, we employ an outlier-
resistant function ¢ and propose to find a;’s to minimize

> Y e KK, (2.1)
j=0 ”

i=1
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Equivalently, when ( is differentiable with derivative 1, we find a;’s that satisfy
the local estimation equations:

1 X,‘—.'L‘

n p
Un(a(@)) =3 (Vi = 3 aj(X; = 2))3— K (=
i=1 §=0 " "

for k=0,...,p. Define ¥, (a(z)) := (Tpo(a(z)),..., Yy(a(z)))?.
The local M-type estimator of a(z) = (m(x), ..., m® (z)/p)T
0 (2.2). We denote it by a(x) = (ao(x),...,a,(z))T.
For a given point x( in the interior of the support of the marginal density

is the solution

fx(x), the following notation and assumptions are needed.

(A1) The kernel function K is a continuous probability density function with
bounded support [—1, 1], say. Let s, = f_ll K (u)uldu, vy = f_ll u*K?(u)du,
for ¢ > 0.

(A2) The regression function m(-) has a continuous (p + 1)th derivative at the
point xg.

(A3) The sequence of bandwidths h,, tends to zero and nh,, — 400 as n — +o00.

(A4) E[Y(e)|X = xo] =0 with e =Y — m(X).

(A5) The marginal density fx(-) of X, is continuous at the point z and fx (zo) >
0.

(A6) The function t(-) is continuous and has a derivative ¢/(-) almost ev-
erywhere. Further, assume that I'1(x) = E[¢/(¢)|X = z] and T'y(z) =
E[?(e)|X = z] are positive and continuous at xg, and there exists v > 0
such that E[[1)>T7(g)| | X = ] is bounded in a neighborhood of .

(AT) The function ¢'(-) satisfies that Efsup|,<s[¢'(e+2) =/ ()] [ X = z] = o(1)
and E[supy,|<s [¢(e+2)—1(e) =9 (e)2] [ X = z] = 0(6), as § — 0, uniformly
in x in a neighborhood of x.

(B1) Either the process {(X},Y})} is p-mixing with }~, p(¢) < +o0, or is strongly
mixing with 3, £¢[a(¢)]® < 400, for some 0 < b < 1 and a > b, where p(¢),
a(f), and the definitions of p-mixing and strongly mixing are the same as
in Masry and Fan (1997).

(B2) f(u,v;€) < My < +oo, E{*(e1)+1?(g0) | X1 = u, Xy = v} < My < +00,
V¢ > 1, for v and v in a neighbourhood of z, where f(u,v;¢) is the joint
density of X; and Xpy1.

(B3) For p-mixing and strongly mixing processes, we assume there exists a se-
quence of positive integers satisfying s, — +oo and s, = o(v/nh,) such
that /n/h,p(sn) — 0 and \/n/hya(s,) — 0, as n — +oo.

(B4) The conditional distribution of ¢ given X = z is continuous at the point
T = X0-
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The above conditions are satisfied in many applications. Conditions (A1)-
A(7) were proposed by Fan and Jiang (2000), where monotonicity and bound-
edness of ¢ (z) are not required. Condition (A7) is weaker than the Lipschitz
continuity of the function ¢’(z). It appears to be a minimal smoothness assump-
tion on ¢ (x). In particular, Huber’s ¢(z) function satisfies this requirement.
The bounded support restriction on K (-) is not essential, it is imposed to avoid
technicalities of proofs and can be removed if we put restriction on the tail of
K(-). We do not need the convexity of ((-) required in Fan, Hu and Truong
(1994). Also, we do not need the symmetry of the conditional distribution of ¢
given X. That is required by Hardle and Tsybakov (1988). The conditions (B1),
(B3) and (B4) are the same as those in Masry and Fan (1997). Condition (B2) is
a natural modification of the condition 2(ii) in Masry and Fan (1997). It is worth
pointing out that the conditions we employ on the y-function are considerably
weaker than those of Bianco and Boente (1998).

3. Asymptotic Properties

In this section, we establish the consistency and joint asymptotic normality
of LOPKREs. Let H = diag(1, b, ..., h2), ¢p = (Spi1s-- s S2p+1) 75 S = (8ij-2)
and S* = (vi4j—2), 1 <i<p+1;1<j<p+1)be(p+1)x(p+ 1) matrices.
Theorem 3.1. Under (Al)-(A7) and (B1)-(B2), there exist solutions, denoted
by a(xg), to (2.2) such that H(a(zg) — a(xg)) N 0, as n — oo. If in addition
(B3) and (B4) hold, then

) m®+D) ()bt
iy (H(a(ao) ~ aan) - " S8 a1+ 0,(1)
— N(0,0%(20)S7'S"S™!/ fx (20)), (3.1)

where o%(zg) = a(x0) /T3 (o).

Remark 3.1. Assume the design density has the bounded support [0, 1]. Con-
sider the local polynomial fitting at the point xg = dh, in the left boundary
region for some positive constant 1 < d < 0. Then (3.1) continues to hold with
slight modifications on the definition of moments:

1 1
s; = / K (u)du, and v; = / u' K2 (u)du. (3.2)
—d —d

A similar result holds for right boundary points. This property implies that the
local polynomial M-estimation shares a similar boundary adaptation with least-
squares local polynomial fitting (see Ruppert and Wand (1994)). (3.1) implies



710 JIANCHENG JIANG AND Y. P. MACK

that the optimal bandwidth for estimating m¥)(zg), in the sense of minimizing
the mean squared error of the asymptotic distribution, is

[(p + D)!]*Vio®(z0)/ fx (20) 11/ (243)

1
Biopy = 11 ZF3
kot = 1 T — 1)@  (ag 2 B2

(3.3)

where By, and Vj, are, respectively, the kth element of S_lcp and the kth diagonal
element of S1S*S—1.

4. One-Step Local M-estimators

The previous section establishes asymptotic properties of LOPKRFEs under
certain conditions. It is clear that these properties reflect those mentioned in
Fan and Jiang (2000) for i.i.d. data.

In practice, the computation of the estimator a(zg) is a data issue. We use
Newton’s method as in Fan and Jiang (2000), with initial value ga(zg) given by
the local least squares estimator as in Masry and Fan (1997). Then the first
iteration has the form

13.(.%0) = Oa(xg) — W;l\lln(oa(l’o)), (4.1)

where W, = (wg,) is a (p+ 1) x (p + 1) matrix with wg,, = %\png(ga(.’l}o)),
for £ = 0,...,pand m = 0,...,p. We label ja(xg) in (4.1) the one-step local
M-estimator.

One-step local estimators have the same computational expediency as local
least squares estimators. We now show that one-step local M-estimators have the
same asymptotic performance as local M-estimators a(xg), as long as the initial
estimators are good enough (i.e., pa(zp) satisfies the assumption in Theorem 4.1
below.) In other words, one-step local M-estimators reduce computational cost
without downgrading performance.

Theorem 4.1. Assume ga(xg) satisfies H[pa(zo) — a(zg)] = Op(h2T + \/%)

Then, under conditions (A1)-(A7) and (B1)-(B4), the normalized one-step local
M-estimators satisfy

m®D (zo) 2T
Vi (Hlra(ao) ~ aao) - "8 a1+ 0,(1)
— N(0,0%(20)S7'S"S ™!/ fx (20)), (4.2)

where o%(z0) is the same as that in Theorem 3.1.

Remark 4.1. The condition on the initial estimators in Theorem 4.1 is mild.
Most commonly used nonparametric regression estimators satisfy the condition



ROBUST LOCAL POLYNOMIAL REGRESSION 711

(see, e.g., Boente and Fraiman (1995), Masry and Fan (1997)). Especially, the
local median estimator is a sensible and robust choice for the initial estimator.

5. Choice of y-function

In this section, we consider a minimax choice of the i-function with respect
to Huber’s 1;-class (see Huber (1964)). We indicate a data-driven selection of
the parameter k.

Let F be the distribution function of ¢, C be the set of all symmetric con-
taminated normal distributions F' = (1 — ¢t)® + tH, where 0 < ¢t < 1 is fixed
and H varies over all symmetric distributions. By Theorem 3.2, we define an
estimator of ¥ to be the ¥* which minimaxes the asymptotic variance parameter

02 (¢, 20, F) = Ta(20)/TH(z0) = E(*(€)|X = 20)/[E(¥'(€)|X = 2o)]?, that is

sup o2 (Y%, zo, F) = inf sup o®(¢, xo, F), (5.1)
Fec Ve nice” pec

where ¢ € “nice” means that the iy-function satisfies all conditions related to
¥(x) in Section 2.

For fixed xg, since the asymptotic variance parameter is similar to Huber’s
o?(T, F) for the location model (see Huber (1964)), it can be shown that *
corresponds to the Huber’s ¢-functions: ¢ (u) = max{—Fk, min(k,u)}, where k is
a parameter. Here we consider the following data-driven choice for the parameter
k in Huber’s vp-function. Theoretically, one should choose k,p; to minimize
o?(2y, o, F). Unfortunately, o%(1y, xo, F) includes the unknown distribution of
the error. However, o2 (¢, zo, F')/sofx (z0) can be consistently estimated by

Y R (E) K (X — 20) /)
[t S5y g ENE (X — 20)/hn)]
where é; = Y; —m(x¢), and 1 (zg) is any consistent estimator of m(zg), such as

the initial estimator in (4.1). Therefore, one viable choice for k is to find k to
minimize 62 (vy, zg, F). Certainly, one may study the optimal choice of ¢, in the

‘32(?/%71‘07F) =

(5.2)

minimax sense, for the robust local polynomial regression under other contami-
nation distributions classes, such as the asymmetric contamination considered in
Jaeckel (1971), by using the same idea. On the other hand, the regression case
considered in this article is much more complicated, and we will not pursue it
here.

6. Numerical Illustrations

In this section, we present two examples for the case p = 1. The objective is
to illustrate our method rather than giving a completely data-driven recipe.
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Example 1. The first example is based on a Monte Carlo experiment. We
generated 400 samples, each of size n = 200 from the model:

Y; = 0.3exp{—4(X; +1)?} + 0.7exp{—16(X; — 1)?} + &, (6.1)
where X; = —0.4X,_1 + ue, u < N(0,0.82) for all ¢+ = 1,...,200, and the
error process ¢; is independent of Xy, generated according to the contaminated
Gaussian model ¢, ¢ 0.1N(0,2572) + 0.9N(0,72). We chose 7 = 0.075 so that
Var(e;) = 0.248%. The model was used in Fan and Gijbels (1995) except that
X ~Uniform(—2,2) and & u (0,0.12).

For each sample, we use the optimal bandwidth A, as described in (3.3) and
the standard Gaussian kernel. For robust implementation, Huber’s ¥~ function
was employed with k selected according to (5.2) for each sample. We obtained
the one-step local M-estimator by using the estimator of Masry and Fan (1997) as
the initial value. Then the one-step local M-estimator was used as initial value to
get the two-step local M-estimator, which was shown to be nearly as efficient as
the fully iterative M-estimator in Fan and Jiang (2000). Our experience shows
that, when the data is contaminated with thick-tailed noise and a commonly
used nonparametric estimator, for instance that in Masry and Fan (1997), is
employed as the initial estimator of a(zg), the one-step local M-estimator is not
good, but the two-step local M-estimator performs well. For comparison, we ran
a local linear least squares regression with the same kernel. The entire procedure
was repeated 400 times. For each sample, we measured the performance of the
estimators according to the mean absolute deviation error (MADE) criterion:

N
MADE(m) = N~ [in(z;) — m(z;)],
j=1

where 5,7 = 1,...,N (N = 60) are grid points. The typical sample chosen is
the one with which the local linear least squares estimator of Masry and Fan
(1997) has its median performance, in terms of MADE, among 400 simulations.

We display in Figure 1(a) the “typical” sample out of the 400 samples gener-
ated as above, together with the true function (6.1), and the two regression fits.
The estimated k according to (5.2) is 0.219 for this sample.

Figure 1(b) includes plots of the true function, the median curves (i.e., the
median of the estimators among 400 simulations) for the local linear least squares
fit as well as the two-step local M-estimator fit. Figure 2 shows the median curves
with envelopes formed via pointwise 2.5% and 97.5% sample percentiles for the
two fits. It is evident that our robust estimator is the better one.
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Example 2. We analyze an economic data set from the United Kingdom. The
Y -variable of this bivariate data set is the rate of change of money wages, and the
X-variable is the corresponding unemployment rate, for the period 1861-1913.
This data set has been studied in Phillips (1958) and gave rise to the famous,
perhaps controversial, Phillips curve. The sources of our data are Phillips (1958),
Lipsey (1960), and the British Ministry of Labour Gazette.

Typical estimated Curves, h =hopy

1.0

0.5
I 1

—-1.5 —-1.0 —0.5 0.0

Figure 1. Simulation results for Example 1. Typical estimated curves among
400 simulations are presented in (a); the median curves (out of 400 simu-
lations) and the true curve are shown in (b). Solid curve: true regression
function, dash: local linear least squares estimator, dotted: two-step local
M-estimator.
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Median curve and its envelope

<

Median curve and its envelope

0.2 04 0.6 08

—0.2 0.0
1

Figure 2. The median curves (out of 400 simulations) with envelopes formed
via pointwise 2.5% and 97.5% sample percentiles for Example 1. (a)- two-
step local M-estimator fit; (b) — local linear least squares fit. Solid curve:
ture curves; dash: median curves ; dotted: envelopes.

A nonlinear model for the data from 1861 — 1913 was obtained by some
unconventional fitting techniques in Phillips (1958). A simplified version of this
model has the form

y=a+bxr ° (6.2)

with well-accepted parameter values a = —0.9223, b = 8.9679, ¢ = 1.3506. We
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call (6.2), with the given parameter values, our reference model for the discussion
of the second example.

For nonparametric regression estimation, we again employed the standard
Gaussian kernel, the bandwidth was based on the optimal one in (3.3), o%(z) was
assumed to be constant and estimated by the trimmed mean (with 5% trimming)
of the squared residuals from the reference model (6.2), m” (x) was also calculated
using the reference model (6.2) and fx (z) was estimated using a consistent kernel
estimator fx(z) from the X-data.

A local linear least squares regression, as in Masry and Fan (1997), as well
as the robust procedure suggested in the present study, were implemented. For
the robust approach, the value of k in Huber’s 9, function was determined from
the data (k = 3.4995) as described in Section 5. The two nonparametric fits plus
the Phillips curve were plotted on the same scales in Figure 3 together with the
raw data points. It can be seen that the local linear least squares fit is influenced
by the large negative Y-data values toward the right tail.

EX2: Estimated Curves

Rate of Change of Money Wages

Unemployment Rate

Figure 3. Numerical results for Example 2. Solid curve: Phillips curve; dash:
local least squares; dotted: local two-step.
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7. Appendix

In this section, we give proofs of Theorems 3.1 and 4.1. Even though our tech-
nical devices are analogous to those in Fan and Jiang (2000), for general polyno-
mial fitting (solving (2.2) for arbitrary p) under mixing conditions, the derivation
of the asymptotic distributions of the resulting estimators is considerably more in-
volved. The followm%(notatlons and lemmas will be used for our technical proofs.
Let Kp,(X;) = —20) and let R(X;) = m(X;)—>0_o 7im® (z0)(X; —20)",
é(l‘) :Ha( ), Xj = (1,Xj—l‘0,...,(Xj—l‘0)p)T,X: (Xl,.. ) X_
(X1,...,%0) =H X,

Lemma 7.1. Assume (A1)-(A7) and (B1)-(B2) hold. LetT's(x)=E[(¢'(¢))?| X =
v
2], Zip = ¢/(e)Kn(X:) (5720), and Que = n" Sy Zig. Then
(1) hnVar(Zie) = Ts(zo) fx (zo)v2e(1 + 0(1));

(2) hn 3272 [eov(Zie, Zj11ye)| = o(1);
(3) nhnVar(Qne) = T's(wo0) fx (x)vae(1 + o(1)).

Proof. The results hold by using the argument of Theorem 2 in Masry and Fan
(1997).

Lemma 7.2. Assume (A1)-(A7) and (B1)-(B2) hold. For any random sequence
{771'}?:17 if maxi<j<n |n;| = op(1) we have

w7t Y ey )5 () = Ta(ao) fx(ao)su(1 + 0,(1),
=1 n
-1 ¢ / Xj — Tove
n 'y 9 (85 +mj) R(X5) Kn(X5)(—5——=)
= n
1

BRI REFAT ) (20)m PV (20) fx (w0) 504 p a1 (1 + 0p(1)).

Proof. We give the proof of the first conclusion, the second can be shown by

the same arguments. It is obvious that

X i — o
ho,

> " (g5 4 1) Kn(X5)( )¢

j=1
=0 YW () Kn(XG) (F5—=) 21 (g4 m) — v ()] (X) (F—=

i=1 "
=T+ Tho.

By taking iterative expectation we get

BTy =n" ZKh h S TN B (5)|X;)] = T (20) fx (w0)se(1 + o(1):
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By Lemma 7.1, we know Var(T,1) = Var(Qne) = O(#) It follows that
Ty = I'i(zo) fx(20)se(1 4 0p(1)), so it suffices to show that T;, » = 0,(1). For
any given n > 0, let A, = (61,...,6,)T, Dy = {A, :16;| < n,Vj < n}, and

n X. —
V(An) =0t Y1 (e +85) — ¥ (eI ER (X)) (FL—2)".
j=1 n
Then
-1 . / / Xj —Zo
sup |[V(An)| < n™" 37 sup [ (e;) — (e + 65) | Kn () =1
n j=1 n

By (A7), noticing that |X; — 29| < h,, in the above expression, we have

Xj—xg

Esup |[V(An)l] < ayn™ B[y Kn(X;) . N
=1 n

n

where a,) and b, are two sequences of positive numbers, tending to zero as n — 0.
Since supy <<, ;| = op(1), it follows that V(A,) = 0p(1) with A, = (n1, ..,
nn)T. The conclusion follows from the fact T, 2 = V(A,) = op(1).

Lemma 7.3. Assume (A1)-(A7) and (B1)-(B4) hold. Let

J(0) =Y (e Kn(X;)
J, = : :

I )\ S e K (X)) (X — 2o/

Then v/nh,Jd, is asymptotically normal with mean zero and covariance matriz
D = Fg(fl}g)fx(.’l)o)s*.

Proof. For any linear combination of J(0),...,J(p): Qn = Y.h_yceJ(l) =
n~t Y &, where & = () Yb_, CgKh(Xi)(Xih;n:”O)e. By the argument of The-
orem 3 in Masry and Fan (1997), we get v/nh,Qn L, N(0,60%(z0)), where
0%(x9) = T'a(z0) fx(x0) f_ll( Do ceuK (u))?du. That is, v/nh,J, is asymptoti-
cally normal. By computing the variance-covariance matrix of v/nh,J,, we get
the result of the lemma.

Proof of Theorem 3.1. Note that (2.1) can be written as ¢,(a) = > ((Y; —
)"(JTé)K(XJh—:Lm) Let Ss ={a: ||[a—a(wo)|| < d}. Denote by r; = (a—a(xo))’%;.
Then Y; — ijTé = + R(X;) —rj.

We show that, for any sufficiently small §,

Jim_ P{inf £,(8) > £n(@(x0))} = 1 (7.1)
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In fact, by integration, we have

n” 0 (&) — €n((20))] (7.2)
e;j+R(X;)—r;

=0 SR / W(t) di]

itR(X;)
ej+R(X;)—r;

=n"! jZ::lKh(Xj) R [W(ej) + ' ()(t — &5) + ((t) — (e))
—/(;)(t —&5))] dt
= Knp1 + Kn2 + Kn?)' (73)

By the argument of Theorem 2(c) in Masry and Fan (1997), we have
n
Knl = —(5 — é(xg))Tn_l Z Kh(Xj)’gZ)(Ej)i_]
j=1

=0,(1)4. (7.4)

By the Mean Value Theorem for integration, we have
Kz =—(@—a(zo) n™" Y Kn(X;) (g + 25) — ¥(e5) — ¢ (g5)2]%;,
j=1

where z; lies between R(X;) and R(X;) —rj, for j = 1,...,n. Note that for
| X; — x| < hy, we have max; |z;| < max; [R(X;)|+ 20. Then by condition (A7),
we obtain

Kns = 0,(1)0%. (7.5)
Note that by simple integration K, = %Z?:l Kn(X;)¥' (g5) [(& — a(wmo))T
X; )"(JT (a— a(zo)) — 2R(X;)rj] = My + Mya. It is obvious from Lemma 7.2
that M,1 = 3T'1(z0)fx(z0)(@ — &(20))TS(@ — &(20))(1 + 0p(1)) and M,y =
—(a — a(wzo))Tnt T Kn (X0 (e5) R(X;)%; = Op(hPF1)S. Therefore Kps =
LT3 (20) fx (70) & — &(70))7S(@ — a(20))(1 + 0,(1)) + Op(hZ1)5. Let a be the
largest eigenvalue of the positive definite matrix S. Then, for any a € S5, we have
for sufficiently small ¢ that lim, .. P{infzeg, Kn2 > —%an(xQ)Fl(a:O)52} =1.
This together with (7.3), (7.4) and (7.5) establish (7.1).

By (7.1), ¢,,(a) has a local minimum in the interior of Ss5. Since at a local
minimum, (2.2) must be satisfied. Let a*(z() be the closest root to a(xg), and
a(zg) = H'a*(x¢). Then lim, .., P{||[H(a(zq) — a(xo))|| < 6*} = 1. This
implies the weak consistency part of Theorem 3.1.

For the asymptotic distribution part, let ), = R(X;) — ;T (a(xo) — a(zp)). Then
Y; — x;Ta(xg) = &; + 1);. It follows from (2.2) that

> Awley) + ' (g5)iy + [(e; + 1) — v(ej) — ¥ () HER(X;)%; = 0. (7.6)

j=1



ROBUST LOCAL POLYNOMIAL REGRESSION 719

Note that the second term in the left hand side of (7.6) is
Z U (e5) R(X) Kn(X5)%; — Y ¢ () Kn(X;)%;%] H(A(z0) —a(x0)) = Lyt + Lna.

Applying Lemma 7.2, we obtain L,; = nh2*! IE;J(F%) Fx (20)m®V (z0)c,(140,(1))

0
and Lo = —T'1(20) fx (z0)nSH(&(x0) — a(zo))(1 4+ 0p(1)). Note that by the con-
sistency of Ha(xg)

sup [l < sup (JR(XG)[ + [[H(&(zo) — al(xo))l])
Ji| Xj—zo|<hn Ji| Xj—zo|<hn
= Op(h*! + ||H(&(x0) — a(x0))[))-
Then by (A7) and the argument in Lemma 5.2, the third term on the left hand
side of (7.6) is given by o0,(n)[A2™! + || H(&(z0) — a(z0))||] = 0p(Ln1 + Ln2). Let

B, = %S_l%(l + 0p(1)). Then, it follows from (7.6) that

H(a(wo) — a(zo)) = By + I (20) [ (0)S ™ Tn(L + 0p(1)), (7.7)
where J,, is given in Lemma 7.3. The conclusion follows from (7.7), Lemma 7.3
and Slutsky’s Theorem.
Proof of Theorem 4.1. Let 5j = R(X;) — (0a(zo) — a(z0))Tx;. Then

max 5 < max R + [|H(pa(zg) — a(x
(B max (RO + [ H{ga(ao) - aleo)|)

= Op (A5 +|[H(0a(zo) —a(x0))||) = Op (h '+ —==). (7.8)

nhy,

By the definitions of ¥, (a(xp)) and Lemma 7.2, we have

Wery, = Zw 5 — o0a(z0) %)) Kn(X;)(X; — w) ™+

z—Z@Z} (g5 + &) Kn(X;)(X; — o)+
7j=1

= —nhﬁ+mf‘1(1»‘o)fx(1‘0)5£+m(1 + 0p(1)).

Therefore W,, = —HSHnI'1(x0) fx(20)(1 4+ 0p(1)) and Wn_lA: ~-H!S"'H!
(nl'1(x0) fx (z0)) "' (1+o,(1)). In addition, by the definitions of §; and ¥ (a(xo)),
we have

n(oazo))=_1( gj + 0;) Kn(X;)(Xj — x0)"
7=1
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n

=> " (e) Kn(X;)(X; — x0)" + D ' (€)0; Kn(X;)(X; — o)’
=1 j=1
Ll

51+5 y)_¢/(5j)5j]Kh(Xj)(Xj—fb‘o)eE n1+In2+1n3.

Further, Lemma 7.2 with n; = 0 yields

Lu=nT1(z0) fx(x0)(0alzo) — a(zo)) T H(sy, . .., 3£+p)Thfl
+ (El—f-xf))! nhﬁ+p+15£+p+1m(p+1)(fL‘O)fX(fL’O)(l +0p(1))-

By (7.8), (A7) and the argument in Lemma 7.2, we obtain I3 = o,(nh5tP+1) +
op(n)[H(pa(zo) — a(zp))]. Substituting the expressions of I,1, I2 and I3, we
get,

Une(oa(zo))
B j=1¢(€j)Kh(Xj)(Xj—xo)uﬁnhﬁpﬂséwﬁm(pm (z0) fx (w0)(1+0p(1))
S¢
—nT'1(z0) fx (w0) [H(oa(zo) — a(zo))]" | | hn(1+0p(1)). (7.9)
St+p
Therefore
Vo) = (T o) By (1) + 2 0(E
—nI'1(zo) fx (o) HSH (pa(zo) — a(zo))(1 + 0p(1)). (7.10)
It follows from Lemma 7.3 that
HW, 0, (a(zy)) = — (phﬁ)!m(lﬁl) (20)S™ e, + H(pa(zo) — alzo))
(T (o) f () 8713, + 0p(WEH + — 1) (7.11)

nhy,

Hence, by (4.1) and (7.11), we get

H(1a(z0) — a(xo)) = (1 (20) fx (z0)) 'S™' T, + m® ) (z0)S e,

hh
(p+1)!
1
+o,(RPTY + —). 7.12
op(hf) nhn) (7.12)

The conclusion follows from (7.12), Lemma 7.3 and Slutsky’s Theorem.
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