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This document collects the detailed proofs of the results presented in
the paper “Some Insights About the Small Ball Probability Factorization
for Hilbert Random Elements”, by Enea G. Bongiorno and Aldo Goia.

Proof of Theorem 1
We are interested in the asymptotic behaviour, whenever ε tends to zero,
of the SmBP of the process X, that is

ϕ(x, ε) = P (‖X − x‖ ≤ ε) = P
(
‖X − x‖2 ≤ ε2

)
= P

(
+∞∑
j=1

〈X − x, ξj〉2 ≤ ε2

)

= P

(
+∞∑
j=1

(θj − xj)2 ≤ ε2

)
, as ε→ 0

Let S1 =
∑

j≤d (θj − xj)2 and S = 1
ε2

∑
j≥d+1 (θj − xj)2 be the truncated

series and the scaled version of the remainder respectively. Thus, the SmBP
is

ϕ(x, ε) =P
(
S1 + ε2S ≤ ε2

)
= P

(
S1 ≤ ε2 (1− S)

)
=P
({
S1 ≤ ε2 (1− S)

}
∩ {S ≥ 1}

)
+

+ P
({
S1 ≤ ε2 (1− S)

}
∩ {0 ≤ S < 1}

)
=P
({
S1 ≤ ε2 (1− S)

}
∩ {0 ≤ S < 1}

)
=

∫ 1

0

ϕ(s|x, ε, d)dG (s) (S1.1)

where G is the cumulative distribution function of S. At first, for any
s ∈ (0, 1), let us consider ϕ(s|x, ε, d), that is the SmBP about Πdx of
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the process ΠdX in the space spanned by {ξj}j≤d. In terms of fd (·), the

probability density function of ϑ = (ϑ1, . . . , ϑd)
′, it can be written as

ϕ(s|x, ε, d) =

∫
Dx

fd (ϑ) dϑ,

whereD = Dx =
{
ϑ ∈ Rd :

∑
j≤d (ϑj − xj)2 ≤ ε2 (1− s)

}
is a d–dimensional

ball centered about Πdx = (x1, . . . , xd) with radius ε
√

1− s. Now, consider
the Taylor expansion of f = fd about Πx = Πdx,

f (ϑ) =f(x1, . . . , xd) + 〈ϑ− Πx,∇f(x1, . . . , xd)〉+

+
1

2
(ϑ− Πx)′Hf (Πx+ (ϑ− Πx)t) (ϑ− Πx),

for some t ∈ (0, 1) and with Hf denoting the Hessian matrix of f . (In
general, t depends on ϑ−Πx, but we are not interested in the actual value
of it because the boundedness of the second derivatives of f allows us to
drop, in what follows, those terms depending on t). Then we can write

ϕ(s|x, ε, d) =

∫
D

(
f(x1, . . . , xd) + 〈ϑ− Πx,∇f(x1, . . . , xd)〉+

+
1

2
(ϑ− Πx)′Hf (Πx+ (ϑ− Πx)t) (ϑ− Πx)

)
dϑ

=f(x1, . . . , xd)

∫
D

dϑ +

∫
D

〈ϑ− Πx,∇f(x1, . . . , xd)〉 dϑ+

+
1

2

∫
D

(ϑ− Πx)′Hf (Πx+ (ϑ− Πx)t) (ϑ− Πx)dϑ

=f(x1, . . . , xd)I+

+
1

2

∫
D

(ϑ− Πx)′Hf (Πx+ (ϑ− Πx)t) (ϑ− Πx)dϑ (S1.2)

where I = I (s, ε, d) denotes the volume of D that is

I =
εdπd/2

Γ (d/2 + 1)
(1− s)d/2

and, the addend
∫
D
〈ϑ− Πx,∇f(x1, . . . , xd)〉 dϑ is null since the integrand

is a linear functional integrated over the symmetric – with respect to the
center (x1, . . . , xd) – domain D. Thus from (S1.2), thanks to: the bound-
edness of second derivatives (2.3), the fact that symmetry arguments lead
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to
∫
D

(ϑi − xi)(ϑj − xj)dϑ = 0 for i 6= j and monotonicity of eigenvalues, it
follows

|ϕ(s|x, ε, d)− f(x1, . . . , xd)I| =

=

∣∣∣∣∣12
∫
D

∑
i≤d

∑
j≤d

(ϑi − xi)(ϑj − xj)
∂2f

∂ϑi∂ϑj
(Πx+ (ϑ− Πx)t) dϑ

∣∣∣∣∣
≤ 1

2
C2f(x1, . . . , xd)

∣∣∣∣∣∑
i≤d

∑
j≤d

∫
D

(ϑi − xi)(ϑj − xj)√
λi
√
λj

dϑ

∣∣∣∣∣
=

1

2
C2f(x1, . . . , xd)

∫
D

∑
j≤d

(ϑj − xj)2

λj
dϑ

≤ C2

2λd
f(x1, . . . , xd)

∫
D

∑
j≤d

(ϑj − xj)2dϑ.

Note that ∫
D

∑
j≤d

(ϑj − xj)2dϑ =

∫
‖ϑ‖2

Rd
≤ε2(1−s)

‖ϑ‖2
Rddϑ

whose integrand is a radial function (i.e. a map H : Rd → R such that
H(ϑ) = h(‖ϑ‖Rd) with h : R→ R), for which the following identity applies∫

‖ϑ‖Rd≤R
H(ϑ)dϑ = ωd−1

∫ R

0

h(ρ)ρd−1dρ,

where ωd−1 denotes the surface area of the sphere of radius 1 in Rd. Hence∫
‖ϑ‖2

Rd
≤ε2(1−s)

‖ϑ‖2
Rddϑ =

2πd/2

Γ (d/2)

∫ ε
√

1−s

0

ρd+1dρ =
d

(d+ 2)
Iε2(1−s) ≤ Iε2,

where the latter inequality follows from the fact that s ∈ [0, 1). This leads
to

|ϕ(s|x, ε, d)− f(x1, . . . , xd)I| ≤ C2
ε2I

2λd
f(x1, . . . , xd). (S1.3)

Come back to the SmBP (S1.1),

ϕ(x, ε) =

∫ 1

0

f(x1, . . . , xd)IdG (s)+

∫ 1

0

(ϕ(s|x, ε, d)− f(x1, . . . , xd)I) dG (s) ,

(S1.4)
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and note that, thanks to (S1.3) and because d is fixed, the second addend
in the right–hand side of (S1.4) is infinitesimal with respect to the first
addend ∣∣∣∣∣

∫ 1

0
(ϕ(s|x, ε, d)− f(x1, . . . , xd)I) dG (s)∫ 1

0
f(x1, . . . , xd)IdG (s)

∣∣∣∣∣ ≤
≤

∣∣∣∣∣C2
ε2

2λd
f(x1, . . . , xd)

∫ 1

0
IdG (s)

f(x1, . . . , xd)
∫ 1

0
IdG (s)

∣∣∣∣∣ = C2
ε2

2λd
.

Noting that∫ 1

0

I(s, ε, d)dG(s) =
εdπd/2

Γ (d/2 + 1)
E
[
(1− S)d/2 I{S≤1}

]
,

we obtain

|ϕ(x, ε)− ϕd(x, ε)| ≤ C2
ε2

2λd
ϕd(x, ε) (3.6)

where,

ϕd(x, ε) = f(x1, . . . , xd)
εdπd/2

Γ (d/2 + 1)
E
[
(1− S)d/2 I{S≤1}

]
. (3.5)

Thus, since d is fixed, as ε tends to zero,

ϕ(x, ε) =

∫ 1

0

ϕ(s|x, ε, d)dG (s) =ϕd(x, ε) + o

(
ϕd(x, ε)

f(x1, . . . , xd)

)
or, equivalently, ϕ(x, ε) ∼ ϕd(x, ε) that concludes the proof.

Proof Proofs of Proposition 1, and theorems 2 and 3
To prove Proposition 1 we need the following Lemma.

Lemma 1. Assume (A-1) and (A-2). Then, it is possible to choose d = d(ε)
so that it diverges to infinity as ε tends to zero and∑

j≥d+1

λj = o(ε2). (S1.5)

Moreover, as ε → 0, S(x, ε, d) → 0, where the convergence holds almost
surely, in the L1 norm and hence in probability.

Proof. A possible choice for d = d(ε) satisfying (S1.5) can be, for a fixed
δ > 0, as follows

d = min

{
k ∈ N :

∑
j≥k+1

λj ≤ ε2+δ

}
, for any ε > 0.
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Such a minimum is well defined since eigenvalues series is convergent.

Let us prove that S converges to zero in probability. For any k > 0, by

Markov inequality and, thanks to Assumption (A-2),

P (|S| > k) = P (S > k) = P

(
1

ε2

∑
j≥d+1

(θj − xj)2 > k

)

≤
E
[

1
ε2

∑
j≥d+1 (θj − xj)2

]
k2

≤ C1

k2

∑
j≥d+1 λj

ε2
. (S1.6)

Thanks to (S1.5) we get the convergence in probability. Since S = S(x, ε, d)

is non–increasing when d increases,

P
(

sup
j≥d+1

|S(x, ε, j)− 0| ≥ k

)
= P (S(x, ε, d+ 1) ≥ k)

holds for any k > 0 and any x. This fact, together with (S1.6), guarantees

the almost sure convergence of S to zero (e.g. Shiryayev (1984, Theorem

10.3.1)) as ε tends to zero. Moreover, the monotone convergence theorem

guarantees the L1 convergence.

Proof of Proposition 1. Note that if d(ε) satisfies d
∑

j≥d+1 λj = o(ε2),

then (S1.5) and Lemma 1 hold. For a fixed δ > 0, a possible choice of such

d = d(ε) can be

d = min

{
k ∈ N : k

∑
j≥k+1

λj ≤ ε2+δ

}
,

where the minimum is achieved thanks to the eigenvalues hyperbolic decay

assumption.

At this stage, note that

0 < E
[
(1− S)d/2 I{S<1}

]
≤ 1

then, after some algebra, thanks to Bernoulli inequality (i.e. (1+s)r ≥ 1+rs

for s ≥ −1 and r ∈ R \ (0, 1)), Markov inequality and Assumption (A-2),
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we have (for any d ≥ 2)

0 ≤1− E
[
(1− S)d/2 I{S<1}

]
≤ 1− E

[(
1− d

2
S

)
I{S<1}

]
≤P(S ≥ 1) + E

[
d

2
S I{S<1}

]
≤ E

[
(d+ 2)

2ε2

∑
j≥d+1

(θj − xj)2

]

≤C1(d+ 2)

2ε2

∑
j≥d+1

λj.

Choosing d according to d
∑

j≥d+1 λj = o(ε2) the thesis follows.

Proof of Theorem 2. Thanks to hyper–exponentiality (4.12), there
exists d0 ∈ N so that for any d ≥ d0

d
∑
j≥d+1

λj < λd.

Moreover, there exist δ1, δ2 ∈ (0, 1) (depending on d) for which, for any
d ≥ d0

0 ≤ d
∑
j≥d+1

λj ≤ b(d, {λj}j≥d+1, δ1) < B(d, {λj}j≤d, δ2) ≤ λd, (S1.7)

where

b(d, {λj}j≥d+1, δ1) =

(
d
∑
j≥d+1

λj

)1−δ1

, B(d, {λj}j≤d, δ2) = λ1−δ2
d .

As instance, for a given d ≥ d0, fix δ1 ∈ (0, 1) and solve (S1.7) with
respect to δ2, that is δ2 ∈ (min {0, β(δ1)} , 1) where β(δ1) = 1 − (1 −
δ1) ln

(
d
∑

j≥d+1 λj

)
/ ln (λd). As a consequence, for any ε > 0 and for

such a choice of δ1, δ2, the following minimum is well–defined

d(ε) = min
{
k ∈ N : b(k, {λj}j≥k+1, δ1) ≤ ε2 ≤ B(k, {λj}j≤k, δ2)

}
.

This guarantees that the right–hand side of (4.10) vanishes as ε goes to
zero.

To prove Theorem 3 we need the following Lemma.

Lemma 2. Assume (A-1) and (A-2). Then, as ε→ 0,

R(x, ε, d)2/d → 1, or, log (R(x, ε, d)) = o(d). (S1.8)
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Proof. Jensen inequality for concave functions (i.e. E[f(g)] ≤ f(E[g]) if f
is a concave function) guarantees that

E
[(

(1− S)I{S<1}
) d

2

]
= E

[(
(1− S)I{S<1}

) d+1
2

d
d+1

]
≤
{
E
[(

(1− S)I{S<1}
) d+1

2

]} d
d+1

,

noting that S(x, ε, d+ 1) =: Sd+1 ≤ Sd := S(x, ε, d) and I{Sd<1} ≤ I{Sd+1<1},
then

E
[(

(1− Sd)I{Sd<1}
) d

2

]
≤
{
E
[(

(1− Sd+1)1{Sd+1<1}
) d+1

2

]} d
d+1

.

The latter guarantees that E
[
(1− S)d/2 I{S<1}

]2/d

is a non–decreasing mono-

tone sequence with respect to d whose values are in (0, 1] and eventually
bounded away from zero.
Proof of Theorem 3. Given results in Theorem 1, thesis holds using the
same arguments as in Delaigle and Hall (2010, Proof of Theorem 4.2.): the
idea is to combine together (S1.8), the Stirling expansion of the Gamma
function in Vd and the (super–)exponential eigenvalues decay.

Proof of Theorem 4
In what follows, as in Section 5, we simplify the notations dropping the

dependence on d for the density estimators fn and f̂n. Moreover, C denotes
a general positive constant. The proof of Theorem 4 uses similar arguments
as in Biau and Mas (2012).
Since Hn = h2

nI, it holds KHn (u) = h−dn K (u). Consider

Sn (x) =
n∑
i=1

K

(
‖Πd (Xi − x)‖

hn

)
, Ŝn (x) =

n∑
i=1

K


∥∥∥Π̂d (Xi − x)

∥∥∥
hn

 ,

then the pseudo-estimator and the estimator are given by

fn (x) =
Sn (x)

nhdn
, f̂n (x) =

Ŝn (x)

nhdn
,

and, hence,

E
[
fn (x)− f̂n (x)

]2

=
1

(nhdn)2E
[
Sn (x)− Ŝn (x)

]2

.
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Set Vi = ‖Πd (Xi − x)‖, V̂i =
∥∥∥Π̂d (Xi − x)

∥∥∥, consider the events

Ai = {Vi ≤ hn} , Bi =
{
V̂i ≤ hn

}
,

then we have the decomposition

Sn (x)− Ŝn (x) =
n∑
i=1

[
K

(
Vi
hn

)
−K

(
V̂i
hn

)]
I
Ai∩Bi

+

+
n∑
i=1

K

(
Vi
hn

)
I
Ai∩Bi

−
n∑
i=1

K

(
V̂i
hn

)
I
Ai∩Bi

.

Since (a+ b)2 ≤ 2a2 + 2b2,

E
[
Sn (x)− Ŝn (x)

]2

≤2E

[
n∑
i=1

(
K

(
Vi
hn

)
−K

(
V̂i
hn

))
I
Ai∩Bi

]2

+

+ 2E

( n∑
i=1

K

(
Vi
hn

)
I
Ai∩Bi

)2

+

+

(
n∑
i=1

K

(
V̂i
hn

)
I
Ai∩Bi

)2
 . (S1.9)

Consider now the first addend in the right–hand side of (S1.9): Assump-

tion (B-3) and the fact that
∣∣∣Vi − V̂i∣∣∣ ≤ ∥∥∥Πd − Π̂d

∥∥∥
∞
‖Xi − x‖, where ‖·‖∞

denotes the operator norm, lead to

E

[
n∑
i=1

(
K

(
Vi
hn

)
−K

(
V̂i
hn

))
I
Ai∩Bi

]2

≤

≤ CE

[∥∥∥Πd − Π̂d

∥∥∥
∞

n∑
i=1

‖Xi − x‖ IAi∩Bi

]2

.

Thanks to the Cauchy-Schwartz inequality we control the previous bound
by

CE
[∥∥∥Πd − Π̂d

∥∥∥2

∞

]
E

( n∑
i=1

‖Xi − x‖ IAi∩Bi

)2
 . (S1.10)
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About the first factor in (S1.10), Biau and Mas (2012, Theorem 2.1 (ii))
established that

E
[∥∥∥Πd − Π̂d

∥∥∥2

∞

]
= O

(
1

n

)
. (S1.11)

Consider now the second term in (S1.10). Thanks to the Chebyshev’s alge-
braic inequality (see, for instance, Mitrinović et al. (1993, page 243)) and
since E [IAi∩Bi

] ≤ E [IAi
], for any k ≥ 1 it holds

E
[
‖X − x‖k IAi∩Bi

]
≤ E

[
‖X − x‖k

]
E [IAi

] .

The fact that E [IAi
] ∼ hdn and Assumption (B-4) give

E
[
‖X − x‖k IAi∩Bi

]
≤ C

k!

2
bk−2hdn,

with b > 0. Hence, the Bernstein inequality (see e.g. Massart (2007)) can
be applied: for any M > 0,

P

(∣∣∣∣∣
n∑
i=1

‖Xi − x‖ IAi∩Bi
− E

[
n∑
i=1

‖Xi − x‖ IAi∩Bi

]∣∣∣∣∣ ≥Mnhd

)
≤

≤ exp
(
−CM2nhd

)
.

This result, together with the Borel-Cantelli lemma, leads to:

n∑
i=1

‖Xi − x‖ IAi∩Bi
≤ Cnhd a.s.

and therefore,

E

( n∑
i=1

‖Xi − x‖ IAi∩Bi

)2
 ≤ Cn2h2d. (S1.12)

Finally, combining results (S1.11) and (S1.12), we obtain:

1

(nhdn)2E

[
n∑
i=1

(
K

(
Vi
hn

)
−K

(
V̂i
hn

))
I
Ai∩Bi

]2

≤ C
1

nh2
n

. (S1.13)

Consider now the second addend in the right–hand side of (S1.9). We only
look at

E

[
n∑
i=1

K

(
Vi
hn

)
I
Ai∩Bi

]2

, (S1.14)
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because the behaviour of the other addend is similar. Define the sequence
κn so that κn → 0 as n→∞, the following inclusions hold:

Ai ∩Bi = {Vi ≤ hn} ∩
{
V̂i > hn

}
= ({hn (1− κn) < Vi ≤ hn} ∪ {Vi ≤ hn (1− κn)})∩

∩
{
V̂i − Vi > hn − Vi

}
⊆{hn (1− κn) < Vi ≤ hn} ∪

{
Vi ≤ hn (1− κn) , V̂i − Vi > hn − Vi

}
⊆{hn (1− κn) < Vi ≤ hn} ∪

{
V̂i − Vi > κnhn

}
.

The latter inclusion and Assumption (B-3) allow to control (S1.14) by

E

[
n∑
i=1

IAi∩Bi

]2

≤2E

[
n∑
i=1

I{hn(1−κn)<Vi≤hn}

]2

+

+ 2E

[
n∑
i=1

I{‖Π̂d−Πd‖‖Xi−x‖>Cκnhn}

]2

. (S1.15)

About the first term in the right–hand side of the latter, the Cauchy-
Schwartz inequality gives

E

[
n∑
i=1

I{hn(1−κn)<Vi≤hn}

]2

≤ n2P (hn (1− κn) < V ≤ hn) .

Since P (hn (1− κn) < V ≤ hn) ∼ hdn

(
1− (1− κn)d

)
, performing a first

order Taylor expansion of (1− κn)d in κn = 0, we get asymptotically

E

[
n∑
i=1

I{hn(1−κn)<Vi≤hn}

]2

≤ Cn2hdnκn.

Similarly, for what concerns the other addend in the right–hand side of
(S1.15), we have

E

[
n∑
i=1

I{‖Π̂d−Πd‖‖Xi−x‖>Cκnhn}

]2

≤ n2P
(∥∥∥Π̂d − Πd

∥∥∥ ‖X − x‖ > Cκnhn

)
.

Thanks to the Markov inequality, Biau and Mas (2012, Theorem 2.1 (iii))
and Assumption (B-4), it follows

P
(∥∥∥Π̂d − Πd

∥∥∥ ‖X − x‖ > Cκnhn

)
= O

(
1

n1/2hnκn

)
.
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Combining the previous results we obtain:

1

(nhdn)2E

[(
n∑
i=1

K

(
Vi
hn

)
I
Ai∩Bi

)]2

= O

(
κn
hdn

)
+O

(
1

n1/2hnκn

)
.

If we choose κn =
(
n5/2h2d

n

)−1/2
with n5/4hdn →∞, as n→∞, we obtain:

E

( n∑
i=1

K

(
Vi
hn

)
I
Ai∩Bi

)2

+

(
n∑
i=1

K

(
V̂i
hn

)
I
Ai∩Bi

)2
 ≤ C

1

n5/4h2d
n

.

(S1.16)
In conclusion, (S1.13) and (S1.16) lead to:

1

(nhdn)2E
[
Sn (x)− Ŝn (x)

]2

= O

(
1

nh2
n

)
+O

(
1

n5/4h2d
n

)
.

Choose the optimal bandwidth (5.20) and p > max{2, 3d/10}, then, as n
goes to infinity, the first addend becomes negligible compared to the second
one that turns to be O

(
n−(10p−3d)/4(2p+d)

)
. Moreover, a direct computa-

tion shows that such bound is definitively negligible when compared to the
“optimal bound” n−2p/(2p+d), for any p > max{2, 3d/2} and d ≥ 1. This
concludes the proof.
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