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Abstract: Sufficient and necessary conditions for the existence of a unique second or-

der stationary solution of conditional heteroskedastic autoregressive moving-average

(CHARMA) models proposed by Tsay (1987) are derived. The solution is strictly

stationary and ergodic, and has a causal representation. When the CHARMA

model reduces to some special cases, it is shown that the conditions are equivalent

to those already known in the literature. Based on Tweedie’s (1988) result, suffi-

cient conditions for the existence of finite-order moments of CHARMA models are

also derived.
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1. Introduction

Tsay (1987) proposed the CHARMA (conditional heteroskedastic autore-
gressive moving-average) model,

yt − µ =
p∑

i=1

ψi(yt−i − µ) +
q∑

i=1

θiat−i + at,

(Observation Equation) (1.1)

at =
r∑

i=1

δitat−i +
s∑

i=1

wit(yt−i − µ) + w0t(ŷt−1(1) − µ) + et,

(Innovation Equation) (1.2)

where the orders, p, q, r and s, are finite and non-negative integers, µ, ψi’s
and θi’s are constants, δit’s, wit’s and et’s are random variables, and ŷt−1(1) =
E(yt|Ft−1), where Ft−1 is the σ−field generated by {et−i, wt−i, δt−i|i = 1, 2, . . .},
wt = (w0t, . . . , wst)T , δt = (δ1t, . . . , δrt)T and AT denotes the transpose of a
vector or matrix A. We consider the following.

Assumption 1. {et} is a sequence of independent and identically distributed
random variables with mean zero and finite positive variance σ2;
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Assumption 2. {wt} and {δt} are two sequences of i.i.d. random vectors with
mean zero and non-negative definite constant covariance matrices E(wtw

T
t ) =

Ω = (Ωij)(s+1)×(s+1) and E(δtδT
t ) = ∆ = (∆ij)r×r, respectively;

Assumption 3. {et}, {wt} and {δt} are mutually independent;

Assumption 4. yt and at are Ft−measurable;

Assumption 5. The equations zp − ψ1z
p−1 − · · · − ψp = 0 and zq + θ1z

q−1 +
· · · + θq = 0 have no common root.

The CHARMA model (1.1)-(1.2) better summarizes the available informa-
tion at time t − 1 and is also a natural model for conditional heteroscedastic
time series, both statistically and intuitively. It shares many characteristics of
linear models and is more flexible than Weiss’ (1984) ARMA-ARCH model in
applications. Another important advantage is that the CHARMA model is easily
extended to the multivariate case, as compared with Engle’s (1982) ARCH model
and Bollerslev’s (1986) GARCH model. See the work by Ling and Deng (1993)
and Wong and Li (1997).

Tsay (1987) investigated invertibility and parameter estimation for the
CHARMA model (1.1)-(1.2) under the assumption tr{∆ + Ω Cov (Zs,t)[Var (yt)/
Var (at)]} − Ω11 < 1, where tr(A) denotes the trace of the matrix A, Var(X)
denotes the variance of the random variable X and Cov (Zs,t) is the correlation
matrix of the process Zs,t = (yt, . . . , yt−s)T . It is obvious that the assumption
depends on the existence of Var (yt) and Var (at). However conditions under
which yt and at have finite variances are yet to be investigated. Moreover for
some asymptotic properties of the estimated parameters, the strict stationarity,
ergodicity and existence of the fourth and eighth moments of the CHARMA
model (1.1)-(1.2) are required. The conditions under which these requirements
are satisfied have not been found. In this paper, we derive the sufficient and
necessary conditions for the existence of a unique second order stationary solution
of model (1.1)-(1.2). It is shown that the solution is strictly stationary and
ergodic and has a causal representation. In some special cases, these conditions
reduce to those already known in the literature. Based on Tweedie’s (1988) result,
sufficient conditions for the existence of finite-order moments of the CHARMA
model (1.1)-(1.2) are also derived.

The paper is organized as follows. Section 2 investigates the stationarity
condition and Section 3 investigates the existence of finite-order moments.

Throughout the paper, the following notation will be used: ρ(A) is the max-
imum eigenvalue of the matrix A in absolute value, vec(A) is the usual column-
stacking vector of the matrix A, and ⊗ denotes the Kronecker product of ma-
trices. The properties of matrix operations, vec(ABC)=(CT ⊗ A)vec(B) and
(A⊗B)T = AT ⊗BT , will be also used.
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2. Conditions for Stationarity

Following Tsay (1987), with P = max(p, s) and Q = max(q, r), we have

ŷt−1(1) − µ = E[(yt − µ)|Ft−1] =
P∑

i=1

ψi(yt−i − µ) +
Q∑

i=1

θiat−i, (2.1)

where ψi = 0 for i > p and θi = 0 for i > q.
From (1.1) and (2.1),

at =
P∑

i=1

(ψiw0t + wit)(yt−i − µ) +
Q∑

i=1

(δit + w0tθi)at−i + et, (2.2)

where wit = 0 for i > s and δit = 0 for i > r. Further, from (1.1) and (2.2),

yt − µ =
P∑

i=1

(ψi + w0tψi + wit)(yt−i − µ)

+
Q∑

i=1

(θi + w0tθi + δit)at−i + et. (2.3)

Let

Ut = (yt − µ, . . . , yt−P+1 − µ, at, . . . , at−Q+1)T(P+Q)×1,

Φ =



ψ1 · · · ψP θ1 · · · θQ

I(P−1)×(P−1) 0(P−1)×1 0(P−1)×Q

0 · · · 0
0Q×P I(Q−1)×(Q−1) 0(Q−1)×1


 ,

Γt =



w0tψ1 + w1t · · · w0tψP + wPt w0tθ1 + δ1t · · · w0tθQ + δQt

0(P−1)×P 0(P−1)×Q

w0tψ1 + w1t · · · w0tψP + wPt w0tθ1 + δ1t · · · w0tθQ + δQt

0(Q−1)×P 0(Q−1)×Q




= ΓBt,

where Ir×r is the r× r identity matrix, Γ = (1, 0, . . . , 0, 1, 0, . . . , 0)T(P+Q)×1 whose
first and (P + 1) − st components are 1, and Bt = (w0tψ1 + w1t, . . . , w0tψP +
wpt, w0tθ1 + δ1t, . . . , w0tθQ + δQt).

We can write (2.2) and (2.3) equivalently in the vector form,

Ut = (Φ + ΓBt)Ut−1 + etΓ. (2.4)

It is easy to show that equations (1.1)-(1.2) are equivalent to (2.4). The follow-
ing theorem gives a simple necessary and sufficient condition for the existence
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of a Ft− measurable second-order stationary solution. Another necessary and
sufficient condition can be found in the Appendix.

Theorem 2.1. Under Assumptions 1-3 and 5, a necessary and sufficient condi-
tion for model (1.1)-(1.2) to have a unique Ft− measurable second-order station-
ary solution {(yt, at)} is that

ρ(Φ ⊗ Φ + C) < 1, (2.5)

where C = (Γ⊗Γ)E(Bt⊗Bt). Furthermore, {yt} and {at} are strictly stationary
and ergodic.

Proof. If ρ(Φ⊗Φ+C) < 1, it is easy to show that
∑m

k=1(Φ⊗Φ+C)k−1vec(ΓΓT )
converges as m → ∞, Corollary 5.6.14 in Horn and Johnson (1990, p.299). The
sufficiency of (2.5) follows from Theorem A.1 in the Appendix.

Suppose now that ρ(Φ ⊗ Φ + C) ≥ 1. Writing Φ ⊗ Φ + C in Jordan form,
Φ⊗Φ+C = PΛP−1, where except for the main diagonal elements and several ones
on the first upper diagonal, other elements of Λ are zero. Then there exists at least
one element λ ≥ 1 on the main diagonal of Λ. However by Theorem A.1 in the Ap-
pendix, we know that

∑m
k=1(Φ⊗Φ+C)k−1vec(ΓΓT ) =

∑m
k=1 PΛk−1P−1vec(ΓΓT )

converges as m→ ∞. Therefore, vec(ΓΓT ) must be orthogonal to the eigenvector
z = (z1, . . . , zP+Q)T corresponding to λ. Since zT vec(ΓΓT ) = 0, we obtain that
z1 + zP+1 + zP (P+Q)+1 + zP (P+Q)+P+1 = 0 and hence

λzT = zT (Φ ⊗ Φ + C) = zT (Φ ⊗ Φ) + zT (Γ ⊗ Γ)E(Bt ⊗Bt)

= zT (Φ ⊗ Φ) + (z1 + zP+1 + zP (P+Q)+1 + zP (P+Q)+P+1)E(Bt ⊗Bt)

= zT (Φ ⊗ Φ). (2.6)

From (2.6), we know that λ is also an eigenvalue of Φ ⊗ Φ.
Since

∑m
k=1(Φ⊗Φ +C)k−1vec(ΓΓT ) converges, from Lemma A.1 in the Ap-

pendix, we know that ρ(Φ) < 1. Furthermore ρ(Φ ⊗ Φ) < 1 (see Problem 1.8 in
Srivastava and Khatri (1979), p.33) and hence |λ| < 1. This contradicts |λ| ≥ 1
and the necessity of (2.5) is proved.

Next we show uniqueness. We only need to prove that the Ft−measurable
second-order stationary solution of (2.4) is unique. Suppose that there are two
such solutions, denoted St and S

′
t. Then Vt = St − S

′
t is Ft−measurable and

satisfies
Vt = (Φ + ΓBt)Vt−1.

It is easy to see that E(VtV
T
t ) ≤ 2[E(StS

T
t ) + E(S

′
tS

′T
t )], where the right

side is a constant matrix. Since ρ(Φ ⊗ Φ + C) < 1, we have vec(VtV
T
t ) =

(Φ⊗Φ+C)vecE(Vt−1Vt−1) = limm→∞(Φ⊗Φ+C)mvecE(Vt−mV
T
t−m) = 0. Hence
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Vt = 0 a.s, i.e., St = S
′
t a.s. Finally the strict stationarity and ergodicity follow

directly from Theorem A.1 in the Appendix. This completes the proof.

Remark.
(i) The sufficient condition can be extended directly to the multivariate case.

However, from the above proof, we see that in general condition (2.5) is not
necessary for such an extension.

(ii) When δit = wjt = 0, i = 1, . . . , r, j = 0, 1, . . . , s, model (1.1)-(1.2) reduces to
the usual ARMA model with a constant conditional variance, and condition
(2.5) is equivalent to the well-known necessary and sufficient stationary
condition that all roots of the equation zp −ψ1z

p−1 − · · · −ψp = 0 lie inside
the unit circle.

(iii) When µ = 0, w0t = 0 and δit = θi = 0 for i = 1, . . . , Q, model (1.1)-
(1.2) can be rewritten as a random coefficient autoregressive model, yt =∑P

i=1(ψi + wit)yt−i + et, and condition (2.5) is equivalent to the condition
given by Nicholl and Quinn (1982).

Corollary 2.1. For model (1.1)-(1.2) with µ = 0, wit = θj = 0, i = 0, 1, . . . , P ,
j = 1, . . . , Q, i.e., yt =

∑P
i=1 ψiyt−i + at and at =

∑Q
i=1 δitat−i + et, condition

(2.5) means that all roots of the equation

zP − ψ1z
P−1 − · · · − ψP = 0 (2.7)

lie inside the unit circle and ρ[E(Gt ⊗Gt)] < 1, where

Gt =

(
δ1t · · · δQt

I(Q−1)×(Q−1) O(Q−1)×1

)
.

This is the condition in Ling and Deng (1993).

Proof. In this case,

Φ ⊗ Φ + C = E[(Φ + ΓBt) ⊗ (Φ + ΓBt)]

= E[

(
M δ̄t
0 Gt

)
⊗
(
M δ̄t
0 Gt

)
]

=



E[M ⊗

(
M δ̄t
0 Gt

)
] ∗

0 E[Gt ⊗
(
M δ̄t
0 Gt

)
]


 ,

where M =

(
ψ1 · · · ψP

I(P−1)×(P−1) O(P−1)×1

)
, δ̄t =

(
δ1t · · · δQt

O(P−1)×(Q)

)
and ∗ con-
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sists of some suitable elements. Note that

E

[
M ⊗

(
M δ̄t
0 Gt

)]
= M ⊗


 M 0

0 · · · 0 0 · · · 0
0 I(Q−1)×(Q−1) 0


 .

By a direct calculation, we have

Det(λI − E

[
M ⊗

(
M δ̄t
0 Gt

)]
) = λQP Det(λI −M ⊗M).

Similarly we can show that

Det(λI − E

[
Gt ⊗

(
M δ̄t
0 Gt

)]
) = λQP Det[λI − E(Gt ⊗Gt)].

Thus ρ(Φ ⊗ Φ + C) < 1 if and only if ρ(M ⊗M) < 1 and ρ[E(Gt ⊗ Gt)] < 1.
Note that ρ(M ⊗M) < 1 if and only if ρ(M) < 1. After some algebra, we know
that ρ(M) < 1 is equivalent to condition (2.7). This completes the proof.

Example. Consider the model yt = ψ1yt−1 +at with at = w1tyt−1 + δ1tat−1 + et,
a special case of model (1.1)-(1.2). Here

Φ ⊗ Φ + C =

(
ψ1 0
0 0

)
⊗
(
ψ1 0
0 0

)
+E{

(
w1t δ1t

w1t δ1t

)
⊗
(
w1t δ1t

w1t δ1t

)
}

=



ψ2

1 + σ2
w 0 0 σ2

δ

σ2
w 0 0 σ2

δ

σ2
w 0 0 σ2

δ

σ2
w 0 0 σ2

δ


 ,

where σ2
w = Ew2

1t and σ2
δ = Eδ21t. After some algebra,

Det(λI − Φ ⊗ Φ − C) = λ2[λ2 − λ(ψ2
1 + σ2

w + σ2
δ ) − ψ2

1σ
2
δ ].

Thus the eigenvalues of Φ ⊗ Φ + C are λ1,2 = 0 and λ3,4 = {ψ2
1 + σ2

w + σ2
δ ±

[(ψ2
1 + σ2

w + σ2
δ )

2 − 4ψ2
1σ

2
δ ]

1/2}/2. By some algebraic calculations, we know that
|λ3,4| < 1 if and only if σ2

δ < 1 and |ψ1| < [(1 − σ2
w − σ2

δ )/(1 − σ2
δ )]

1/2. It is
obvious that if σ2

w �= 0, then the admissible region of ψ1 is smaller than that
of the corresponding coefficient of an AR(1) model with a constant conditional
variance.

3. Conditions for the Existence of Moments

Sufficient conditions for the existence of finite-order moments are given by
the following theorem.
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Theorem 3.1. Suppose that Assumptions 1-5 hold and that ρ(E(Φ + ΓBt)⊗2m)
< 1 and Ee2m

t < ∞, where m > 1. Then (1.1)-(1.2) admits a unique station-
ary solution {(yt, at)} with Ey2m

t < ∞ and Ea2m
t < ∞, where A⊗n denotes

A⊗A⊗ · · · ⊗A︸ ︷︷ ︸
n factors

.

Before proving Theorem 3.1, we illustrate a concept and Tweedie’s (1988)
criteria. Let {Xt; t = 1, 2, . . .} be a temporally homogeneous Markov chain with
a locally compact complete separable metric state space (S,B). The transition
probability is P (X,A) = Pr(Xn ∈ A|Xn−1 = x), where x ∈ S and A ∈ B.
Lemma 3.1. (Tweedie (1988, Theorem 2)) Suppose that {Xt} is a Feller chain,
i.e., {Xt} is a Markov chain and for each bounded continuous function g on S,
the function E(g(Xt)|Xt−1 = x) is also continuous in x.

(i) If there exists, for some compact set A ∈ B, a non-negative function g and
ε > 0 satisfying ∫

Ac
P (x, dy)g(y) ≤ g(x) − ε, x ∈ Ac, (3.1)

then there exists a σ-finite invariant measure µ for P with 0 < µ(A) <∞;
(ii) if ∫

A
µ(dx)[

∫
Ac
P (x, dy)g(y)] <∞, (3.2)

then µ is finite and hence π = µ/µ(S) is an invariant probability measure;
(iii) if ∫

Ac
P (x, dy)g(y) ≤ g(x) − f(x), x ∈ Ac,

then µ admits a finite f -moment, i.e.,
∫
S µ(dy)f(y) <∞.

Remark. For the Markov chain generated by a time series model, Lemma
3.1 tells us that the model admits a strictly stationary solution with stationary
distribution π if conditions (3.1) and (3.2) are satisfied.

Proof of Theorem 3.1. The process {Ut} defined by (2.4) is a Markov chain
with state space RP+Q, and is also a Feller chain.

Define g(U) = 1 + (U⊗m)TWU⊗m, where U ∈ RP+Q, W is defined by
vec(W ) = (I − D)−1vecH, D = E(Φ + ΓBt)⊗2m, and H is a positive definite
(P +Q)m × (P +Q)m matrix. Similar to the proof of Theorem 5 in Feigin and
Tweedie (1985), we can show that under Assumptions 1-5, if ρ(D) < 1 then W
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is positive definite and there is a compact and bounded set A ⊂ RP+Q and a
constant δ > 0 such that, when U ∈ Ac, the function g(U) satisfies

E{g(Ut)|Ut−1 = U} ≤ (1 − δ)g(U), (3.3)

where Ut is defined by (2.4). By (3.3), it is not difficult to show that the function
g(U) satisfies conditions (3.1)-(3.2) in Lemma 3.1. By Lemma 3.1, there is an
invariant probability measure π for the process {Ut}.

Let f(U) = δg(U). From (3.3) and Lemma 3.1 (iii), we know that Eπf(Ut)
is finite. Thus Eπ1y

2m
t <∞ and Eπ2a

2m
t <∞, where π1 and π2 are the marginal

distributions specified by π, corresponding to yt and at, respectively.
Since the function f(x) = x1/m is concave (x > 0), by Jensen’s inequality,

Eπ1y
2
t ≤ (Eπ1y

2m
t )1/m < ∞. Similarly Eπ2a

2
t < ∞. Thus π1 and π2 are the

second-order stationary distributions of yt and at, respectively, i.e., {(yt, at)} is
the second-order stationary solution of model (1.1)-(1.2). From Theorem 2.1, the
solution is unique . This completes the proof.

Example. Consider the model yt = at with at = δ1tat−1 + et. In this case,

(Φ + ΓBt)⊗2m =

(
0 1
0 1

)⊗2m

δ2m
1t . The condition given in Theorem 3.1 reduces to

Eδ2m
1t < 1. Furthermore if δ1t∼N(0, σ2), the condition reduces to σ2m∏m−1

i=1 (2i−
1) < 1, which is the same as Engle’s (1982) condition for the finiteness of the
2mth moments of the first order ARCH model.

Remark.
(i) From the definition of etΓ in (2.4), we cannot prove that the Markov chain

{Ut} is φ−irreducible, and hence its geometrical ergodicity cannot be es-
tablished by Theorem 1 in Feigin and Tweedie (1985). Similarly, since we
cannot show that the compact set A in Lemma 3.1 (i) is small , Theorem 2
in Feigin and Tweedie (1985) cannot be used for the finiteness of finite-order
moments.

(ii) For various special CHARMA models, we believe that the conditions in
Theorem 3.1 can be simplified, but we shall not pursue the details here.
The conditions for the existence of finite-order moments usually require us to
check the eigenvalues of a higher order matrix. Numerically, the verification
can be easily done.

Acknowledgement

I thank my supervisor Professor W. K. Li for his encouragement and dis-
cussion, and thank the editor and two referees for their comments that greatly



STATIONARITY AND THE EXISTENCE OF MOMENTS 1127

improved the paper. The research was supported by the Studentship in Depart-
ment of Statistics at The University of Hong Kong, and the Australia Research
Council Large Grant in Department of Economics at University of Western Aus-
tralia.

Appendix

Theorem A.1. Under Assumptions 1-3 and 5, in order that there exists a
Ft−measurable second-order stationary solution {(yt, at)} satisfying (1.1)-(1.2),
it is necessary and sufficient that

m∑
k=1

(Φ ⊗ Φ + C)k vec(ΓΓT ) (A.1)

converges as m → ∞, where Φ and Γ are as defined in (2.4) and C is as defined
in Theorem 2.1. Moreover the {yt} and {at} are strictly stationary, ergodic, and
have the following causal representations,

yt = ΓT
1

∞∑
k=1

[
k−1∏
i=0

(Φ + ΓBt−i)]Γet−k + et (A.2)

and

at = ΓT
2

∞∑
k=1

[
k−1∏
i=0

(Φ + ΓBt−i)]Γet−k + et, (A.3)

where Γ1 = (1, 0, . . . , 0)T(P+Q)×1, Γ2 = (0, . . . , 0, 1, 0, . . . , 0)T(P+Q)×1 with (P +1)−
st component 1, and the right sides of (A.2) and (A.3) converge in mean square.

Proof. We first show the sufficiency. Iterating equation (2.4), we have

Ut = Γet +
m∑

k=1

[
k−1∏
i=0

(Φ + ΓBt−i)]Γet−k +
m∏

i=0

(Φ + ΓBt−i)Ut−m−1

∆= St,m +Rt,m,

where Rt,m =
∏m

i=0(Φ + ΓBt−i)Ut−m−1.

Note that E(Bt ⊗ Bt) = E(Bt−j ⊗ Bt−j) and Ee2t−j = σ2 for any j, and
E(et−iet−j) = 0 if i �= j,

vecE(St,mS
T
t,m)

=vecE{(
m∑

k=1

[
k−1∏
i=0

(Φ+ΓBt−i)]Γet−k)(
m∑

k=1

[
k−1∏
i=0

(Φ+ΓBt−i)]Γet−k)T } + vec(ΓΓT )σ2
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=
m∑

k=1

E vec{[
k−1∏
i=0

[(Φ + ΓBt−i)]ΓΓT [
k−1∏
i=0

(Φ + ΓBt−i)]T }σ2 + vec(ΓΓT )σ2

=
m∑

k=1

E{
k−1∏
i=0

[(Φ + ΓBt−i) ⊗ (Φ + ΓBt−i)]}vec(ΓΓT )σ2 + vec(ΓΓT )σ2

=
m∑

k=1

(E[(Φ + ΓBt−i) ⊗ (Φ + ΓBt−i)])kvec(ΓΓT )σ2 + vec(ΓΓT )σ2

=
m∑

k=1

[Φ ⊗ Φ + (Γ ⊗ Γ)E(Bt−i ⊗Bt−i)]kvec(ΓΓT )σ2 + vec(ΓΓT )σ2

=
m∑

k=1

(Φ ⊗ Φ + C)kvec(ΓΓT )σ2 + vec(ΓΓT )σ2, (A.4)

where the identity (
∏
Ai)⊗(

∏
Bi) =

∏
(Ai⊗Bi) is used. By (A.1), St,m converges

in mean square as m→ ∞. Denote this limit by St. Then

St =
∞∑

k=1

[
k−1∏
i=0

(Φ + ΓBt−i)]Γet−k + Γet.

It is easy to verify that {St} satisfies (2.4) and is Ft−measurable. By
(A.4), vecE(StS

T
t ) = limm→∞ vecE(St,mS

T
t,m) is finite. Now let yt = ΓT

1 St and
at = ΓT

2 St. Then {yt} and {at} is an Ft−measurable second-order stationary so-
lution of model (1.1)-(1.2) and have the causal representations (A.2) and (A.3),
respectively. Since yt and at are measurable functions of i.i.d. random variables
{ei, wi, δi, i = t, t− 1, . . .}, {yt} and {at} are strictly stationary and ergodic.

The proof of the necessity part is omitted since it is quite similar to the proof
of Theorem 2.2 of Nicholl and Quinn (1982). This completes the proof.

Lemma A.1. If
∑m

k=1(Φ⊗Φ+C)kvec(ΓΓT ) converges as m→ ∞, then ρ(Φ) < 1.

Proof. Denote the matrix Ω = E(StS
T
t )/σ2. By stationarity,

Ω = ΦΩΦT + E(ΓBtΩBT
t ΓT ) + ΓΓT .

Suppose that Φ has an eigenvalue λ with corresponding left eigenvector z =
(z1, . . . , zP+Q)T . Then

zT Ωz̄ = zT ΦΩ(z̄T Φ)T + zTE(ΓBtΩBT
t ΓT )z̄ + zT ΓΓT z̄

= |λ|2zT Ωz̄T + zTE(ΓBtΩBT
t ΓT )z̄ + |z1 + zP+1|2,

where z̄ is the complex conjugate of z.
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We now show that z1 + zP+1 �= 0. Since z is a left eigenvector of Φ, we have

(z1, . . . , zP+Q)Φ = (z1, . . . , zP+Q)

·



ψ1 · · · ψP θ1 · · · θQ

I(P−1)×(P−1) O(P−1)×1 O(P−1)×Q

0 · · · 0
OQ×P I(Q−1)×(Q−1) O(Q−1)×1




= λ(z1, . . . , zP+Q). (A.5)

From (A.5), it is easy to obtain that

z1ψi + zi+1 = λzi, i = 1, . . . , P − 1, z1ψP = λzP (A.6)

and

z1θi + zP+i+1 = λzP+i, i = 1, . . . , Q− 1, z1θQ = λzP+Q. (A.7)

From (A.6), we get

z1(λP − ψ1λ
P−1 − · · · − ψP ) = 0. (A.8)

If z1 + zP+1 = 0, then from (A.7),

z1(λQ + θ1λ
Q−1 + · · · + θQ) = 0. (A.9)

From (A.8)-(A.9) and Assumption 5, we have that z1 = 0 and hence zP+1 = 0.
From (A.6) and (A.7), we obtain z1 = z2 = · · · = zP+Q = 0, i.e., z = 0. This
contradicts the fact that z is a left eigenvector of Φ. Thus z1 + zP+1 �= 0, which
implies that |λ| < 1. This completes the proof.
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