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S1. Appendix: Technical Proofs

Let Ξn(t) = Σ(t)−1/2
∑n
j=1 wj,n(t)Aej , t ∈ [0, 1]. We shall here provide the tech-

nical proofs of our main results.

Proof. (Theorem 3.1) By properties of local linear weights and Lemma A.4 of Zhang and
Wu (2012), we have

(nbn)

n∑
j=1

{wj,n(t)}2Λ(j/n) = (nbn)

n∑
j=1

{wj,n(t)}2Λ(t) + o(1) = K2Λ(t) + o(1).

Since µ̂n(t)−E{µ̂n(t)} =
∑n
j=1 wj,n(t)ej , by the proof of Lemma A1 in Zhang and Wu

(2011) and the m-dependence approximation, we obtain the asymptotic normality

(nbn)1/2[µ̂n(t)− E{µ̂n(t)}]⇒ N{0,K2Λ(t)}.

Note that E{µ̂n(t)} = µ(t)+b2nκ2µ
′′(t)/2+O(b3n) by properties of local linear estimators,

the first claim follows. By (3.4) and Lemma A.1 of Zhang and Wu (2012),

ân − E(ân) =

n∑
j=1

{∫ 1

0

wj,n(t)dt

}
Aej

= n−1
n∑
j=1

Aej +Op{n1/2(nbn)−2bn + n−1(nbn)1/2}.

By the proof of Lemma A1 in Zhang and Wu (2011) and the m-dependence approxima-
tion, we have

n−1/2
n∑
j=1

Aej ⇒ N

{
0,

∫ 1

0

Σ(t)dt

}
,
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the second claim follows by noting that nbn →∞ and bn → 0. Under the null hypothesis
(3.1), we have Aµ(t) = a, t ∈ [0, 1], and thus

E(ân) =

∫ 1

0


n∑
j=1

wj,n(t)Aµ(j/n)

 dt = a,

by observing that
∑n
j=1 wj,n(t) = 1, t ∈ [0, 1], for local linear weights.

Proof. (Theorem 3.2) Under the null hypothesis (3.1), by properties of local linear
weights,

E{Aµ̂n(t)} =

n∑
j=1

wj,n(t)a = a.

By Theorem 3.1,

sup
t∈[bn,1−bn]

|Dn(t)−Ξn(t)| = sup
t∈[bn,1−bn]

|Σ(t)−1/2{E(ân)− ân}| = Op(n
−1/2).

Since (bn log n)1/2 → 0 under the specified conditions, it suffices to prove that

pr

{(
2nbn logmn

K2

)1/2

sup
t∈[bn,1−bn]

|Ξn(t)| −BK(mn) ≤ u

}
→ exp{−2 exp(−u)}.

(S1.1)

Let SA,k =
∑k
j=1Aej , k = 1, . . . , n, be the partial sum process. By Theorem 2 of

Zhou and Wu (2010), on a richer probability space, there exists a process (S�A,k)nk=1 and
iid r-dimensional standard multivariate normal random vectors Z1, . . . ,Zn such that
(S�A,k)nk=1 has the same joint distribution as (SA,k)nk=1 and

max
1≤k≤n

∣∣∣∣∣∣S�A,k −
k∑
j=1

Σ(j/n)1/2Zj

∣∣∣∣∣∣ = op(n
3/10 log n).

By the technique of summation by parts, we have

sup
t∈[bn,1−bn]

∣∣∣∣∣∣
n∑
j=1

wj,n(t)(S�A,j − S
�
A,j−1)−

n∑
j=1

wj,n(t)Σ(j/n)1/2Zj

∣∣∣∣∣∣ = op

(
n3/10 log n

nbn

)
.

Since (nbn)−1/2n3/10(log n)3/2 → 0 under the specified conditions, it suffices to prove
that (S1.1) holds with Ξn(t) therein replaced by Σ(t)−1/2

∑n
j=1 wj,n(t)Σ(j/n)1/2Zj .

By the proof of Lemmas A.3 and A.4 of Zhang and Wu (2012),

sup
t∈Tn

∣∣∣∣∣∣
n∑
j=1

wj,n(t)
{

Σ(j/n)1/2 −Σ(t)1/2
}
Zj

∣∣∣∣∣∣ = Op{(nbn)−1/2(log n)1/2b1/2n },
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and

sup
t∈Tn

∣∣∣∣∣∣
n∑
j=1

[wj,n(t)− (nbn)−1K{(j/n− t)/bn}]Zj

∣∣∣∣∣∣ = Op{(nbn)−3/2(log n)1/2}.

Theorem 3.2 follows by Lemma 1 of Zhou and Wu (2010).

Proof. (Proposition 3.1) Under the alternative hypothesis (3.7),

Aµ̂n(t) =

n∑
j=1

wj,n(t)Aej + a+ dnf(t) +O(dnb
2
n) (S1.2)

uniformly over t ∈ [0, 1] and

ân = {ân − E(ân)}+ a+ dn

∫ 1

0

f(t)dt+O(dnb
2
n). (S1.3)

Let ∆(t) = Σ(t)−1/2{f(t)−
∫ 1

0
f(t)dt}, by Theorem 3.1,

sup
t∈[bn,1−bn]

|Dn(t)| = sup
t∈[bn,1−bn]

|Ξn(t) + dn∆(t)|+Op(dnb
2
n + n−1/2)

≥ dn sup
t∈[bn,1−bn]

|∆(t)| − sup
t∈[bn,1−bn]

|Ξn(t)|+Op(dnb
2
n + n−1/2).

Since BK(mn) = O(logmn), by (S1.1) we have

sup
t∈[bn,1−bn]

|Ξn(t)| = Op{(nbn)−1/2(logmn)1/2}.

Note that (2nbn logmn)1/2dn/BK(mn) → ∞ and (2bn logmn)1/2 → 0 under the speci-
fied conditions on the bandwidth sequence, Proposition 3.1 follows.

Proof. (Theorem 3.3) Since E{Aµ̂n(t)} = ân = a for all t ∈ [0, 1] under the null
hypothesis (3.1), we have

Aµ̂n(t)− ân =

n∑
j=1

wj,n(t)Aej − {ân − E(ân)}, t ∈ [0, 1],

and thus

|Dn(t)|2 = |Ξn(t)|2 + |Σ(t)−1/2{ân−E(ân)}|2− 2{ân−E(ân)}>Σ(t)−1
n∑
j=1

wj,n(t)Aej

holds for all t ∈ [0, 1]. By the proof of Theorem 3.1, we have∫ 1

0

|Dn(t)|2dt =

∫ 1

0

|Ξn(t)|2dt+Op(n
−1).
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By Lemmas A.2 and A.5 of Zhang and Wu (2012),

nb1/2n

{∫ 1

0

|Ξn(t)|2dt− (nbn)−1rK∗(0)

}
⇒ N(0, 4rK∗2 ), (S1.4)

Theorem 3.3 follows.

Proof. (Proposition 3.2) Let ∆(t) = Σ(t)−1/2{f(t) −
∫ 1

0
f(t)dt} be as in the proof of

Proposition 3.1, and ∆̄2 =
∫ 1

0
|∆(t)|2dt. Then under the alternative hypothesis (3.7), by

(S1.2) and (S1.3),

Dn(t) = Ξn(t)−Σ(t)−1/2{ân − E(ân)}+ dn{∆(t) +O(b2n)}

uniformly over t ∈ [0, 1]. Hence, by Lemma A.1 of Zhang and Wu (2012),∫ 1

0

|Dn(t)|2dt =

∫ 1

0

|Ξn(t)|2dt+ d2n

∫ 1

0

|∆(t)|2dt+Op(n
−1 + n−1/2dn + d2nb

2
n).

Since n−1/2 = o(dn), we have for sufficiently large n,

pr

{∫ 1

0

|Dn(t)|2dt > (nbn)−1rK∗(0) + n−1b−1/2n (4rK∗2 )1/2q1−α

}
≥ pr

[
nb1/2n

{∫ 1

0

|Ξn(t)|2dt− (nbn)−1rK∗(0)

}
> (4rK∗2 )1/2q1−α −

nb
1/2
n d2n
2

∆̄2

]
.

Since nb
1/2
n d2n →∞, Proposition 3.2 follows by (S1.4).

Proof. (Corollary 5.1) Let ϑk(t) = G(t;Fk) − E{G(t;Fk)} and ηk(t) = Aϑk(t), then
ej = ϑj(j/n), j = 1, . . . , n, and under the null hypothesis (3.1) the difference Aµ̂n(t)−
a =

∑n
j=1 ηj(j/n)wj,n(t). Recall that A = (aij) is a prespecified matrix determined

by the goal of the test (for example testing the mean equivalence of two particular time
series), whose nonzero entries are bounded away from zero, namely there exists a constant
ε > 0 such that |aij | ≥ ε if aij 6= 0. Let ϑi,k(t) be the i-th component of the vector ϑk(t),
i = 1, . . . , p. Then, by the Cauchy-Schwarz inequality, we have for any t1, t2 ∈ [0, 1],

‖ηk(t1)− ηk(t2)‖2 = E

 r∑
i=1

 p∑
j=1

aij{ϑj,k(t1)− ϑj,k(t2)}

2


≤
r∑
i=1

 p∑
j=1

a2ij

E

{
p∑
l=1

|ϑl,k(t1)− ϑl,k(t2)|2
∣∣∣ail
ε

∣∣∣2}


≤ ‖A‖2F
{

max
1≤l≤p

‖ϑl,k(t1)− ϑl,k(t2)‖2
}
‖A‖2F
ε2

≤ c4F (c]0)2

ε2
|t1 − t2|2,
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and thus ‖ηk(t1)− ηk(t2)‖ ≤ ε−1c2F c
]
0|t1 − t2|. Let ϑ?k(t) = G(t;F?

k)−E{G(t;F?
k)} be

the coupled version of ϑk(t) and similarly define η?k(t) = Aϑ?k(t), then for any q ≥ 2,

‖ηk(t)− η?k(t)‖qq = E


 r∑
i=1

 p∑
j=1

aij{ϑj,k(t)− ϑ?j,k(t)}

2

q/2


≤ E


 r∑
i=1

 p∑
j=1

a2ij

{ p∑
l=1

|ϑl,k(t)− ϑ?l,k(t)|2
∣∣∣ail
ε

∣∣∣2}
q/2


≤ ‖A‖qF · E

{ r∑
i=1

p∑
l=1

|ϑl,k(t)− ϑ?l,k(t)|2
∣∣∣ail
ε

∣∣∣2}q/2
 .

By taking q = 2 in the above equation, we obtain that ‖ηk(t) − η?k(t)‖ ≤ ε−1‖A‖2F θ
]
k,2

for all t ∈ [0, 1]. On the other hand, if q > 2, then by the Hölder inequality,

r∑
i=1

p∑
l=1

|ϑl,k(t)− ϑ?l,k(t)|2
∣∣∣ail
ε

∣∣∣2 ≤

{
r∑
i=1

p∑
l=1

|ϑl,k(t)− ϑ?l,k(t)|q
∣∣∣ail
ε

∣∣∣2}2/q

×

{
r∑
i=1

p∑
l=1

∣∣∣ail
ε

∣∣∣2}(q−2)/q

,

and as a result,

‖ηk(t)− η?k(t)‖qq ≤ ‖A‖
q
F

{
max
1≤l≤p

‖ϑl,k(t)− ϑ?l,k(t)‖qq
}(
‖A‖2F
ε2

)q/2
≤

(
‖A‖2F θ

]
k,q

ε

)q
.

Therefore, we have ‖ηk(t) − η?k(t)‖q ≤ ε−1c2F θ
]
k,q for all q ≥ 2 and t ∈ [0, 1]. Note that

|ηk(t)| ∈ R, the proof follows by a similar argument as in Theorems 3.2 and 3.3.
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