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WITH WEAKLY DEPENDENT OBSERVATIONS
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Abstract: Under mild conditions, an Edgeworth expansion with remainder o(N�1=2)

is established for a U -statistic with a kernel h of degree two using weakly dependent

observations. The ease of verifying these conditions is discussed in the context of

three rather natural examples.
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1. Introduction

U -statistics based on independent and identically distributed observations

were �rst discussed by Hoe�ding (1948) who also showed that they are asymp-

totically normal under very mild conditions. The rate of convergence to normality

was investigated by Grams and Ser
ing (1973) and Berry-Esseen type bounds

were obtained under conditions of increasing generality by Bickel (1974), Chan

and Wierman (1977), Callaert and Janssen (1978) and Helmers and van Zwet

(1982).

Regarding the more involved problem of Edgeworth expansions for

U -statistics with i.i.d. observations, Callaert, Janssen and Veraverbeke (1980)

established su�cient conditions for a U -statistic to have a two-term Edgeworth

expansion with remainder o(N�1). This was followed by Bickel, G�otze and van

Zwet (1986) who gave more easily veri�able su�cient conditions for the validity

of a one-term [two-term] Edgeworth expansion with remainder o(N�1=2) [o(N�1)]

respectively.

There has also been an impetus to obtain analogous results for U -statistics

based on weakly dependent observations. Such results would, for example, be

useful in the investigation of the robustness of U -statistics when the independence

assumption is violated in the direction of some kind of weak dependence. Sen

(1972), Yoshihara (1976), Denker and Keller (1983) and Harel and Puri (1989)

among others obtained various su�cient conditions for the asymptotic normality

of U -statistics with dependent observations. Berry-Esseen type bounds were

obtained by Yoshihara (1984) for U -statistics generated by absolutely regular
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processes, Rhee (1988) for U -statistics based on m-dependent observations and

Zhao and Chen (1987) for �nite population U -statistics.

On the problem of Edgeworth expansions, Kokic and Weber (1990) estab-

lished conditions for the validity of a one-term Edgeworth expansion for U -

statistics based on samples from �nite populations and Loh (1994) obtained

an Edgeworth expansion with remainder o(N�1=2) for a U -statistic with an m-

dependent shift under weak conditions.

The main aim of this paper is to generalize the result of Loh (1994) by estab-

lishing the validity of an Edgeworth expansion for a U -statistic with remainder

o(N�1=2) when the observations satisfy an absolutely regular condition and a

Markov type condition. Before this result (Theorem 1) can be stated, some

preliminaries are �rst needed.

Let fXj : �1 < j < 1g be a strictly stationary sequence of random vari-

ables de�ned on a probability space (
;A; P ). We assume that there exists a

sequence fAj : �1 < j < 1g of sub �-�elds of A such that for all j, Xj is

Aj+m
j�m measurable where m is a �xed nonnegative integer and Ab

a denotes the sub

�-�eld of A generated by fAj : a � j � bg. We further assume that the Aj's

satisfy an absolutely regular condition and a Markov type condition, namely that

there exists a constant � > 0 such that for all n � 1, p � 0, �1 < j < 1 and

B 2 Aj+p
j�p, we have

E
h
sup

A2A1
j+n

jP (AjAj
�1

)� P (A)j
i
� ��1e��n; (1)

and

E
���P (BjAk : k 6= j)� P (BjAk : 0 < jj � kj � n+ p)

��� � ��1e��n: (2)

We denote the cumulative distribution function of Xj by F (x), 8x 2 R. Next

let h : R2 ! R be a measurable function symmetric in its two arguments. We

assume throughout this paper that there exist constants 
 > 2 and M > 0 such

that

Ejh(X1;Xj)j

 < M; 8 j > 1; (3)Z

1

�1

Z
1

�1

jh(x; y)j
dF (x)dF (y) < M (4)

and, without loss of generality, that
Z
1

�1

Z
1

�1

h(x; y)dF (x)dF (y) = 0: (5)

Then Eh(Xj ;Xk) exists for all j < k. We write

hj;k(x; y) = h(x; y)�Eh(Xj ;Xk); 8x; y 2 R; j < k;
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and for N � 2, a U -statistic with a kernel h of degree two is de�ned as

UN =
N�1X
j=1

NX
k=j+1

hj;k(Xj ; Xk):

Also we write

g(x) =

Z
1

�1

h(x; y)dF (y);

 (x; y) = h(x; y) � g(x)� g(y);

 j;k(x; y) = hj;k(x; y) � g(x) � g(y); 8 j < k:

Thus for N � 2, UN = (N � 1)
PN

j=1 g(Xj) +
PN�1

a=1

PN
b=a+1  a;b(Xa;Xb). We

further assume that

�2g = E[g2(X1) + 2
1X
j=2

g(X1)g(Xj)] > 0; (6)

and

Eg4(X1) <1: (7)

Let �2N denote the variance of (N � 1)
PN

j=1 g(Xj). Then by the stationarity of

the Xj 's and Lemma 1 (see Appendix), we have �
2
N = N 3�2g+O(N

2) as N !1.

Next let fX 0

j : �1 < j <1g be an independent replicate of fXj : �1 < j <1g

and

�3 = ��3g Efg3(X1) + 3
1X
j=2

[g2(X1)g(Xj) + g(X1)g
2(Xj)]

+ 6
1X
j=2

1X
k=j+1

g(X1)g(Xj)g(Xk)

+ 3
1X

j=�1

1X
k=�1

g(Xj) (X1;X
0

1)g(X
0

k)g: (8)

Using Lemma 1, it can be seen that �1 < �3 < 1. We observe that if

Ejh(Xj ;Xk)j
3 < 1 whenever j < k, then �3N

�1=2 is an asymptotic approxi-

mation [with error o(N�1=2)] for the third cumulant of ��1N UN . De�ne

FN (x) = �(x)� �(x)
�3

6
N�1=2(x2 � 1); 8x 2 R; (9)

where � and � denote the standard normal density and distribution function

respectively. The main result of this paper is as follows.
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Theorem 1. Suppose (1)�(7) are satis�ed and that for each d > 0, there exists

a constant 0 < �d < 1 such that

E
���Efeit[g(Xj�m)+���+g(Xj+m)]jAk : k 6= jg

��� < �d; 8 j > m; (10)

whenever jtj � d. Then

sup
x
jP (��1N UN � x)� FN(x)j = o(N�1=2); as N !1:

The remainder of this paper is organized as follows. Section 2 examines the

weak dependence assumptions (1), (2) and (10) more closely. In particular, three

examples are given in which these conditions are shown to hold, the �rst of which

is anm-dependent shift, the second is a homogeneous Markov chain and the third

is a stationary Gaussian process. Due to the delicate dependence structure (in

contrast to the independence case), the proof of Theorem 1 is rather long and is

deferred to Section 3. The Appendix contains technical lemmas which are used

in the previous section.

2. Examples

In this section, we shall examine the weak dependence conditions (1), (2)

and (10) in the context of three examples.

2.1. On an m-dependent shift

Let f�j : �1 < j < 1g be a sequence of i.i.d. random variables de�ned

on a probability space (
;A; P ). We suppose that �1 has a probability density

function � with respect to Lebesgue measure. Let f : Rm+1 ! R be a measurable

function and de�ne Xj = f(�j ; : : : ; �j+m), 8 � 1 < j < 1. The sequence

fXj : �1 < j < 1g is said to be an m-dependent shift, and an immediate

consequence is that (: : : ;Xj�1;Xj) and (Xj+m+1; Xj+m+2; : : :) are stochastically

independent for all j. With g as in Section 1, assume that g � f : Rm+1 ! R is

continuously di�erentiable such that there exist real numbers y1; : : : ; y2m+1 and

an open set � � fy1; : : : ; y2m+1g satisfying �(x) > 0 whenever x 2 � and

m+1X
j=1

@

@xm+1

g � f(xj; : : : ; xj+m)j(x1;:::;x2m+1)=(y1;:::;y2m+1) 6= 0: (11)

To verify that Conditions (1), (2) and (10) hold in this case, choose Aj to be

the sub �-�eld of A generated by �j whenever �1 < j <1. Thus Xj is A
j+m
j
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measurable and it is clear that Conditions (1) and (2) are now trivially satis�ed.

Next consider the transformation

(x1; : : : ; x2m+1) 7! (x1; : : : ; xm; xm+2; : : : ; x2m+1;
m+1X
j=1

g � f(xj ; : : : ; xj+m)):

From (11) observe that there exists an open set W of R2m+1 satisfying

(y1; : : : ; y2m+1)2W such that the Jacobian of the above transformation is nonzero

on W and that (�1; : : : ; �2m+1) takes values in W with positive probability. Con-

sequently we conclude that the conditional distribution of g(X1)+ � � �+ g(Xm+1)

given (�1; : : : ; �m; �m+2; : : : ; �2m+1) has a nonzero absolutely continuous compo-

nent with positive probability. Hence it follows from the Riemann-Lebesgue

lemma that (10) holds.

Remark. Due to the special structure of an m-dependent shift, the moment

conditions of Theorem 1 can in fact be weakened slightly in this case and still

retain the o(N�1=2) rate. We refer the reader to Loh (1994) for a precise statement

and proof of this result.

2.2. On a homogeneous Markov chain

Let f�j : �1 < j <1g be a strictly stationary homogeneous Markov chain

de�ned on a probability space (
;A; P ). Let � and F denote its state space and

the �-�eld of measurable subsets of � respectively. Assume that the transition

kernel P (x;A) of the Markov chain satis�es

sup
x;y2�;A2F

jP (x;A) � P (y;A)j = � < 1: (12)

Let f be a real-valued measurable function de�ned on �. Write Xj = f(�j),

8 � 1 < j < 1. With g as in Section 1, further assume that g(X1) satis�es

Cram�er's condition, that is namely

lim sup
jtj!1

jE exp[itg(X1)]j < 1: (13)

To verify that the Conditions (1), (2) and (10) are satis�ed in this case, take Aj

to be the sub �-�eld of A generated by �j whenever �1 < j < 1. Then Xj is

Aj measurable and (2) is immediate from the Markov property. Let � denote the

marginal distribution of �1 and P
n(x;A) the n-step transition kernel of the chain.

Then from (12) and Nagaev (1961) page 62, we have supx2�;A2F jP
n(x;A) �

�(A)j � �n, 8n � 1, and hence for all �1 < j <1 and n � 1,

sup
A2A1

j+n

jP (Aj�j)� P (A)j � �n:
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This proves (1). Finally (10) follows from (12), (13) and Lemma 2 of Statulevi�cius

(1969, pages 638-641).

2.3. On a stationary Gaussian process

Let f�j : �1 < j <1g be a strictly stationary Gaussian process de�ned on

a probability space (
;A; P ). As in G�otze and Hipp (1983, page 215), suppose

that this process has an absolutely continuous spectrum with a positive analytic

spectral density. Let f : R ! R be a function such that, with g as in Section 1,

g � f is a non-constant continuously di�erentiable function. De�ne Xj = f(�j),

8 �1 < j <1. As in the previous example, let Aj denote the sub �-�eld of A

generated by �j whenever �1 < j < 1. Then Xj is Aj measurable. Now (2)

and (10) follow from G�otze and Hipp (1983, pages 219-220) and (1) follows from

Ibragimov (1962, page 1801) and Ibragimov and Solev (1969, page 374).

3. Proof of Theorem 1

Let � be a constant to be suitably chosen later for which 3=8 < � < 1=2.

De�ne

T (x) =

�
x; if jxj � N�,

xN�T̂ (jxjN��)=jxj; otherwise,
(14)

where T̂ 2 C1(0;1) satis�es T̂ (x) = x if x � 1, T̂ is increasing and T̂ (x) = 2 if

x � 2. Write

Yj = T [g(Xj)]; Zj = Yj �EYj ; 8 j � 1: (15)

Let �̂2N denote the variance of (N � 1)
PN

j=1 Zj , and with 
 as in (3), let � =

maxf2=(
 � 2); 5=4g. De�ne

 ̂j;k(Xj ;Xk) =  j;k(Xj ; Xk)Ifj j;k(Xj ;Xk)j � N�g; 8 1 � j < k � N;

�̂N =
N�1X
j=1

NX
k=j+1

 ̂j;k(Xj ; Xk);

�N = �̂N �E�̂N ;

where Ifj j;k(Xj ;Xk)j � N�g denotes the indicator function of the event

fj j;k(Xj ; Xk)j � N�g. Observe that for all x 2 R,

jP (��1N UN � x)� FN(x)j

�
���P (�̂�1N UN � �N �̂

�1
N x)� Pf�̂�1N [(N � 1)

NX
j=1

Yj + �̂N ] � �N �̂
�1
N xg

���

+
���Pf�̂�1N [(N � 1)

NX
j=1

Zj +�N ] � yg � FN(y)
���+ jFN (y)� FN(x)j; (16)
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where y = �N �̂
�1
N x� �̂�1N [(N � 1)

PN
j=1EYj +E�̂N ]. From the de�nitions of the

Yj 's and �̂N , it follows from (3), (7) and Markov's inequality that

sup
x

���P (�̂�1N UN � �N �̂
�1
N x)� Pf�̂�1N [(N � 1)

NX
j=1

Yj + �̂N ] � �N �̂
�1
N xg

���
= o(N�1=2); (17)

as N ! 1. By choosing � su�ciently close to 1=2, we observe from Lemma

3.30 of G�otze and Hipp (1983) that �N �̂
�1
N = 1 + o(N�!), for some constant

1=2 < ! < 1, and hence

sup
x
jFN(y)� FN(x)j = o(N�1=2); as N !1: (18)

Thus from (16), (17) and (18) it remains only to prove

sup
x

���Pf�̂�1N [(N � 1)
NX
j=1

Zj +�N ] � yg � FN(y)
��� = o(N�1=2); as N !1:

Let �N(t) = E expfit�̂�1N [(N � 1)
PN

j=1 Zj + �N ]g, 8 t 2 R, and for �3, as in

(8), let ��N(t) = (1� i�3N
�1=2t3=6) exp(�t2=2), 8t 2 R, be the Fourier transformR

exp(itx)dFN (x) of FN in (9). By the smoothing lemma of Esseen (see for

example, Feller (1971), page 538), it su�ces to show that

Z N1=2 logN

�N1=2 logN

�����N(t)� ��N(t)

t

���� dt = o(N�1=2); as N !1: (19)

However (19) is an immediate consequence of Propositions 1 and 2 below. This

concludes the proof of Theorem 1.

Proposition 1. Let 0 < " < 1=16 be as in Lemma 3 (see Appendix). Then

Z N"

�N"

�����N(t)� ��N(t)

t

���� dt = o(N�1=2); as N !1:

Proof. It is well known that for r � 0,

���eix �
rX

j=0

(ix)j

j !

��� � min
n 2
r!
jxjr+�;

jxjr+1

(r + 1)!

o
; 8 � 2 [0; 1): (20)

Hence it follows from Lemma 2 that

�N(t) = Eeit�̂
�1

N
(N�1)�Nj=1Zj (1 + it�̂�1N �N) +O(t2N�1); (21)
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as N !1 uniformly in t. Observe from (21) and Lemma 3 that for � su�ciently

close to 1=2,

�N (t)� e�t
2=2(1�

i�̂3

6
N�1=2t3)

= Eit�̂�1N �Ne
it�̂�1

N
(N�1)�Nj=1Zj +O(t2N�1) + o[(jtj3 + t4)e�"t

2

N�1=2]; (22)

as N ! 1 uniformly over jtj � N ". It remains to approximate the term

Eit�̂�1N �Ne
it�̂�1

N
(N�1)

P
N

j=1
Zj . First, observe that

Eit�̂�1N �Ne
it�̂�1

N
(N�1)�Nj=1Zj

=
N�1X
a=1

NX
b=a+1

Eit�̂�1N  a;b(Xa; Xb)e
it�̂�1

N
(N�1)�Nj=1Zj +O(jtjN�3=4); (23)

as N ! 1 uniformly in t. Next, de�ne for N � 2, u = dK log Ne, where K is

a positive constant to be suitably chosen later. Here, for all x 2 R, dxe denotes

the smallest integer greater than or equal to x. De�ne for 1 � a < b � N ,

S
(r)
a;b = �̂�1N (N � 1)

X
1�j�N;jj�aj^jj�bj>ru

Zj ; 8 r � 1;

S
(0)

a;b = �̂�1N (N � 1)
NX
j=1

Zj :

(24)

Using Lemmas 4, 5 and a method of Tikhomirov (1980), we have, for su�ciently

large K,

N�3u�1X
a=1

NX
b=a+3u+1

Eit�̂�1N  a;b(Xa; Xb)e
it�̂�1

N
(N�1)�Nj=1Zj

= �
i

2
��3g t3e�t

2=2N�1=2
1X

j=�1

1X
k=�1

Eg(Xj) (X1;X
0

1)g(X
0

k)

+O[(jtj+ t4)N�1 log
3
N ] + o[jtjP(jtj)e�t

2=2N�1=2]; (25)

as N ! 1 uniformly over jtj � N " where fX 0

j : �1 < j < 1g denotes an

independent replicate of fXj : �1 < j < 1g. In a similar though less tedious

way, we have, for su�ciently large K,

N�1X
a=1

(a+3u)^NX
b=a+1

Eit�̂�1N  a;b(Xa; Xb)e
it�̂�1

N
(N�1)�Nj=1Zj

= O[(jtj+ t2)N�1 log
2
N ]; (26)
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as N !1 uniformly in t. Thus, it follows from (23), (25) and (26) that

Eit�̂�1N �Ne
it�̂�1

N
(N�1)�Nj=1Zj

= �
i

2
��3g t3e�t

2=2N�1=2
1X

j=�1

1X
k=�1

Eg(Xj) (X1;X
0

1)g(X
0

k)

+O[(jtj+ t4)N�1 log3N ] + o[jtjP(jtj)e�t
2=2N�1=2];

as N ! 1 uniformly over jtj � N ". Consequently, we conclude from (8) and

(22) that

�N(t)� ��N(t)

= O[(jtj+ t4)N�1 log
3
N ] + o[jtjP(jtj)e�t

2=2N�1=2] + o[(jtj3 + t4)e�"t
2

N�1=2];

as N !1 uniformly over jtj � N " and hence Proposition 1 follows.

Next, observe from (10) and Bhattacharya and Rao (1986, page 212) that

for su�ciently large N , there exists a constant 0 < � < 1 such that

E
���E[eit(Zj�m+���+Zj+m)jAk : k 6= j]

��� � �; 8 j > m; (27)

whenever jtj � 1=(2�g). Now it follows from Lemma 3.2 of G�otze and Hipp

(1983) that there exists a constant � > 0 such that

E
���E[eit(Zj�m+���+Zj+m)jAk : k 6= j]

��� � e��t
2

; 8 j > m; (28)

whenever jtj � 3=(2�g).

Proposition 2. Let " be as in Proposition 1. Then

Z
N"

�jtj�N1=2 logN

�����N(t)� ��N(t)

t

���� dt = o(N�1=2); as N !1:

Proof. It is easy to see thatZ
jtj�N"

j��N(t)=tjdt = o(N�1=2);

as N !1. Hence it su�ces only to showZ
N"

�jtj�N1=2 logN
j�N(t)=tjdt = o(N�1=2); as N !1:

Let n and s be integer-valued functions of N satisfying 2m < s < n < N such

that s!1, n!1 and ne��s=2 ! 0 as N !1. De�ne

�̂N(n) =
nX

j=1

NX
k=j+1

 ̂j;k(Xj ;Xk); �N(n) = �̂N(n)�E�̂N(n): (29)
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Then it follows from (20) and Lemma 2 that

j�N(t)j =
���Eeit�̂�1N

[(N�1)�Nj=1Zj+�N��N (n)][1 + it�̂�1N �N(n)]
���+O(t2nN�2); (30)

as N !1 uniformly in t. We shall now approximate the �rst term of the r.h.s.

of (30). Let 1 � a < b � N and de�ne Ja;b = f1; : : : ; ngnfa; bg. Divide Ja;b into

blocks B0; A1; B1; : : : ; Al; Bl as follows. De�ne j1; : : : ; jl by

j1 = inffj 2 Ja;b : [j � s; j + s] � Ja;bg;

jp+1 = inffj > jp + 5s : [j � s; j + s] � Ja;bg; 8 1 � p � l � 1;

where l + 1 is the smallest integer for which the in�mum is unde�ned. Write

Ap =
Y
feit�̂

�1

N
(N�1)Zj : jj � jpj � sg; 8 1 � p � l;

B0 =
Y
feit�̂

�1

N
(N�1)Zj : j 2 Ja;b; 1 � j � j1 � s� 1g;

Bp =
Y
feit�̂

�1

N
(N�1)Zj : j 2 Ja;b; jp + s+ 1 � j � jp+1 � s� 1g;

8 1 � p � l � 1;

Bl =
Y
feit�̂

�1

N
(N�1)Zj : j 2 Ja;b; j � jl + s+ 1g;

and

Ra;b = it�̂�1N [ ̂a;b(Xa; Xb)�E ̂a;b(Xa; Xb)]e
it�̂�1

N
[�N��N (n)]

�
Y
feit�̂

�1

N
(N�1)Zj : 1 � j � N; j 62 Ja;bg:

Using the convention that the product over an empty set is 1, we have

it�̂�1N [ ̂a;b(Xa;Xb)�E ̂a;b(Xa;Xb)]e
it�̂�1

N
[(N�1)

P
N

j=1
Zj+�N��N (n)]

= Ra;bB0

lY
p=1

ApBp:

Now observe from (2) that

E
���E(ApjAj : j 6= jp)�E(ApjAj : 0 < jj � jpj � 2s)

��� � 4��1e��(s�m);

and hence

���EhRa;bB0

lY
p=1

ApBp �Ra;bB0

lY
p=1

BpE(ApjAj : 0 < jj � jpj � 2s)
i���

� 8��1jtj�̂�1N nN�e��(s�m):
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We thus conclude that

���ERa;bB0

lY
p=1

ApBp

��� � 2jtj�̂�1N N�E
lY

p=1

���E(ApjAj : 0 < jj � jpj � 2s)
���

+ 8��1jtj�̂�1N nN�e��(s�m): (31)

By repeated use of Lemma 1 with � = 1, observe that the r.h.s. of (31) is bounded

by

2jtj�̂�1N N�
lY

p=1

E
���E(ApjAj : 0 < jj � jpj � 2s)

���+O(jtj�̂�1N nN�e��s=2)

� 2jtj�̂�1N N�
lY

p=1

E
���E(ApjAj : j 6= jp)

���+O(jtj�̂�1N nN�e��s=2); (32)

as N !1 uniformly in a; b and t.

Case I. Suppose that N 1=2 � jtj � N 1=2 logN . For su�ciently large N , take

n = dK1 log
2
Ne and s = dK1 log Ne where K1 and K2 are positive constants to

be suitably chosen later. Observe from (27), (31) and (32) that

���ERa;bB0

lY
p=1

ApBp

��� � 2jtj�̂�1N N��l +O(jtj�̂�1N nN�e��s=2);

as N !1 uniformly over jtj � N 1=2 and 1 � a < b � N . Note that jl�n=(5s+

1)j = O(1), as N !1 uniformly over 1 � a < b � N . By choosing K1 andK2 so

that K1K
�1
2 and K2 are both su�ciently large, we have jERa;bB0

Ql
p=1ApBpj =

O(jtjN�5=2), as N !1 uniformly over jtj � N 1=2 and 1 � a < b � N . From the

de�nitions of Ra;b, B0, Ap and Bp, with 1 � p � l, we conclude that

���Eit�̂�1N �N(n)e
it�̂�1

N
[(N�1)�Nj=1Zj+�N��N(n)]

��� = O(jtjnN�3=2); (33)

as N !1 uniformly over jtj � N 1=2. In a similar way it can be shown that

���Eeit�̂�1N
[(N�1)�Nj=1Zj+�N��N (n)]

��� = O(N�1); (34)

as N ! 1 uniformly over jtj � N 1=2. Thus, we conclude from (30), (33) and

(34) that j�N (t)j = O(N�1 + jtjnN�3=2 + t2nN�2), as N ! 1 uniformly over

jtj � N 1=2 and hence

Z
N1=2

�jtj�N1=2 logN

j�N (t)=tjdt = o(N�1=2); as N !1: (35)
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Case II. Suppose that N " � jtj � N 1=2. Now for su�ciently large N , take

n = dK1t
�2N log2Ne and s = dK2 logNe whereK1 andK2 are positive constants

to be suitably chosen later. Observe from (28), (31) and (32) that

���ERa;bB0

lY
p=1

ApBp

��� � 2jtj�̂�1N N�e��l[t�̂
�1

N
(N�1)]2 +O(jtj�̂�1N nN�e��s=2);

as N !1 uniformly over jtj � N 1=2 and 1 � a < b � N . Note that jl�n=(5s+

1)j = O(1), as N ! 1 uniformly over 1 � a < b � N and N " � jtj � N 1=2.

Thus, we conclude that, by choosing K1 and K2 such that K1K
�1
2 and K2 are

both su�ciently large, jERa;bB0

Ql
p=1ApBpj � O(jtjN�5=2), asN !1 uniformly

over N " � jtj � N 1=2 and 1 � a < b � N . Thus

���Eit�̂�1N �N(n)e
it�̂�1

N
[(N�1)�Nj=1Zj+�N��N(n)]

��� = O(jtjnN�3=2); (36)

as N !1 uniformly over N " � jtj � N 1=2. Similarly it can be shown that

���Eeit�̂�1N
[(N�1)�Nj=1Zj+�N��N (n)]

��� = O(N�1); (37)

as N ! 1 uniformly over N " � jtj � N 1=2. We conclude from (30), (36) and

(37) that j�N (t)j = O(N�1 + jtjnN�3=2 + t2nN�2), as N ! 1 uniformly over

N " � jtj � N 1=2 and hence

Z
N"

�jtj�N1=2

j�N (t)=tjdt = o(N�1=2); (38)

as N !1. Proposition 2 now follows from (35) and (38).
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Appendix

Let fXj : �1 < j < 1g be as in Section 1 and for j1 < � � � < j
l
, write

P (l)
p (A(p) � A(l�p)) = P [(Xj1 ; : : : ;Xjp) 2 A(p)]P [(Xjp+1 ; : : : ; Xj

l
) 2 A(l�p)] for

all 1 � p < l, and P
(l)
0 (A(l)) = P [(Xj1 ; : : : ;Xj

l
) 2 A(l)], whenever A(k) is a

measurable subset of Rk with 1 � k � l.
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Lemma 1. Let 1 � p < l and f : Rl ! R be a measurable function such that

there exist positive constants � and C satisfying

Z
1

�1

� � �

Z
1

�1

jf(x1; : : : ; xl)j
1+�dP

(l)
k < C; k = 0; p:

Then, for jp+1 � jp > 2m, we have

����
Z
1

�1

� � �

Z
1

�1

f(x1; : : : ; xl)dP
(l)
0 �

Z
1

�1

� � �

Z
1

�1

f(x1; : : : ; xl)dP
(l)
p

����
� 4C1=(1+�)f��1 exp[��(jp+1 � jp � 2m)]g�=(1+�):

Proof. Since Xj is A
j+m
j�m measurable, the result follows directly from Lemma 1

of Yoshihara (1976) and (1).

Lemma 2. Let �N(n) be de�ned as in (29) with 1 < n < N . Then E�2
N (n) =

O(nN), as N !1. In particular, we have E�2
N = O(N 2), as N !1.

Proof. Since E�2
N(n) � E�̂2

N(n), it su�ces to show that E�̂2
N(n) = O(nN),

as N !1. By H�older's inequality, observe from (3) and the de�nition of � that

E
��� a;b(Xa;Xb) j;k(Xj ;Xk)Ifj a;b(Xa; Xb)j > N�g

��� = O(N�2); (39)

as N ! 1 uniformly over 1 � a < b � N and 1 � j < k � N . Using the

techniques introduced by Yoshihara (1976) in the proof of his Lemma 2, observe

that

E
nX

a=1

NX
b=a+1

nX
j=1

NX
k=j+1

 a;b(Xa;Xb) j;k(Xj ;Xk) = O(nN); (40)

as N !1. Lemma 2 now follows from (39), (40) and the de�nition of �̂N(n).

Lemma 3. Let S
(r)
a;b , �, Zj be as in (24), (14), (15) respectively and

�̂3 = ��3g Efg3(X1) + 3
1X
j=2

[g2(X1)g(Xj) + g(X1)g
2(Xj)]

+ 6
1X
j=2

1X
k=j+1

g(X1)g(Xj)g(Xk)g:

Then, for � su�ciently close to 1=2, there exists a constant 0 < " < 1=16 such

that

Eeit�̂
�1

N
(N�1)�Nj=1Zj = e�t

2=2
�
1�

i�̂3

6
N�1=2t3

�
+ o[(jtj3 + t4)e�"t

2

N�1=2];
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and

EeitS
(r)

a;b = e�t
2=2 +O(jtjN�1=2 logN); 8 1 � r � 2;

as N !1 uniformly over jtj � N " and 1 � a < b � N .

Proof. The proof of the �rst statement follows from (3.36) and Lemma 3.30

of G�otze and Hipp (1983). The second statement now follows from the �rst

statement and the observation that

���E[eit�̂�1N
(N�1)�Nj=1Zj � eitS

(r)

a;b ]
��� = O(jtjN�1=2 logN);

as N !1 uniformly in a; b and t.

Lemma 4. With the notation of Proposition 1, for su�ciently large K we have

N�3u�1X
a=1

NX
b=a+3u+1

Eit�̂�1N  a;b(Xa;Xb)[e
it(S

(0)

a;b
�S

(1)

a;b
) � 1]eitS

(2)

a;b

= �
i

2
e�t

2=2t3��3g N�1=2
1X

j=�1

1X
k=�1

Eg(Xj) (X1; X
0

1)g(X
0

k)

+O[(jtj+ t4)N�1 logN ] + o[jtjP(jtj)e�t
2=2N�1=2];

as N ! 1 uniformly over jtj � N ", where P(jtj) is a linear combination (not

depending on N) of non-negative powers of jtj and fX 0

j : �1 < j <1g denotes

an independent replicate of fXj : �1 < j <1g.

Lemma 5. With the notation of Proposition 1, we have, for su�ciently large

K,

N�3u�1X
a=1

NX
b=a+3u+1

�����Eit�̂�1N  a;b(Xa;Xb)
2Y
l=1

[eit(S
(l�1)

a;b
�S

(l)

a;b
) � 1]eitS

(2)

a;b

�����
= O[(jtj+ t4)N�1 log3N ];

as N !1 uniformly in t.

The proofs of Lemma 4 and 5 are rather long and we refer the reader to Loh

(1991) for the proofs.
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