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Abstract: Many proposals have emerged as alternatives to the Heckman selection model,

mainly to address the non-robustness of its normal assumption. The 2001 Medical Expendi-

ture Panel Survey data is often used to illustrate this non-robustness of the Heckman model.

In this paper, we propose a generalization of the Heckman sample selection model by allow-

ing the sample selection bias and dispersion parameters to depend on covariates. We show

that the non-robustness of the Heckman model may be due to the assumption of the con-

stant sample selection bias parameter rather than the normality assumption. Our proposed

methodology allows us to understand which covariates are important to explain the sample

selection bias phenomenon rather than to only form conclusions about its presence. Further,

our approach may attenuate the non-identifiability and multicollinearity problems faced by

the existing sample selection models. We explore the inferential aspects of the maximum like-

lihood estimators (MLEs) for our proposed generalized Heckman model. More specifically,

we show that this model satisfies some regularity conditions such that it ensures consistency
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and asymptotic normality of the MLEs. Proper score residuals for sample selection models

are provided, and model adequacy is addressed. Simulated results are presented to check the

finite-sample behavior of the estimators and to verify the consequences of not considering

varying sample selection bias and dispersion parameters. We show that the normal assump-

tion for analyzing medical expenditure data is suitable and that the conclusions drawn using

our approach are coherent with findings from prior literature.

Key words and phrases: Asymptotics; Heteroscedasticity; Regularity conditions; Score resid-

uals; Varying sample selection bias.

1. Introduction

Heckman (1974, 1976) introduced a model for dealing with the sample selection bias

problem with the aid of a bivariate normal distribution to relate the outcome of

interest and a selection rule. A semiparametric alternative to this model, known

as Heckman’s two-step method, was proposed by Heckman (1979), so that the non-

robustness of the normal distribution in the presence of outliers could be handled.

The most discussed problem regarding the Heckman model is its sensitivity to

the normal assumption of errors. Misspecification of the error distribution leads

to inconsistent maximum likelihood estimators, yielding biased estimates (Lai and

Tsay, 2018). On the other hand, when the error terms are correctly specified, the

estimation by maximum likelihood or by procedures based on likelihood produces

consistent and efficient estimators (Leung and Yu, 1996; Enders, 2010).

However, even when the shape of the error density is correctly specified, the

heteroskedasticity of the error terms can cause inconsistencies in the parameter es-
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timates, as shown by Hurd (1979) and Arabmazar and Schmidt (1981). In response

to this concern, Donald (1995) discussed how heteroskedasticity in sample selection

models is relatively neglected and provided two reasons to motivate the importance

of taking this into account in practice. The first reason is that typically, the data used

to fit sample selection models comprises large databases, in which heterogeneity is

commonly found. The second reason is that the estimates of the parameters obtained

by fitting the usual selection models may in some cases be more severely affected by

heteroscedasticity than by incorrect distribution of the error terms (Powell, 1986).

Nevertheless, even though there is a large body of recent research and studies

on sample selection models, few studies have been carried out to correct or minimize

the impact of heteroscedasticity. This is one of the aims of our paper. Chib et al.

(2009) proposed a semiparametric model for data with sample selection bias. They

considered nonparametric functions in their model, which allowed great flexibility

in the way covariates affect response variables. They still presented a Bayesian

method for the analysis of such models. Subsequently, Wiesenfarth and Kneib (2010)

introduced another general estimation method based on Markov Chain Monte Carlo

simulation techniques and used a simultaneous equation system that incorporates

Bayesian versions of penalized smoothing splines.

Recent works on sample selection models have aimed to address robust alter-

natives to the Heckman model. In this direction, Marchenko and Genton (2012)

proposed a Student-t sample selection model for dealing with the robustness to

the normal assumption in the Heckman model. Zhelonkin et al. (2016) proposed

a modified robust semiparametric alternative based on Heckman’s two-step estima-
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tion method. They proved the asymptotic normality of the proposed estimators and

provided the asymptotic covariance matrix. To deal with departures from normality

due to skewness, Ogundimu and Hutton (2016) introduced the skew-normal sam-

ple selection model to mitigate the remaining effect of skewness after applying a

logarithmic transformation to the outcome variable.

Another direction that has been explored in the last few years is the modeling

of discrete data with sample selection. For instance, Marra and Wyszynski (2016)

introduced sample selection models for count data, potentially allowing for the use

of any discrete distribution, non-Gaussian dependencies between the selection and

outcome equations, and flexible covariate effects. The modeling of zero-inflated count

data with sample selection bias is discussed by Wyszynski and Marra (2018). Mu

and Zhang (2018) considered the semiparametric identification and estimation of

a heteroscedastic binary choice model with endogenous dummy regressors, and no

parametric restriction on the distribution of the error term was assumed. This yields

general multiplicative heteroscedasticity in both selection and outcome equations

and multiple discrete endogenous regressors. A class of sample selection models for

discrete and other non-Gaussian outcomes was recently proposed by Azzalini et al.

(2019).

Wojtys et al. (2018) introduced a generalized additive model for location, scale

and shape, which accounts for non-random sample selection, and Kim et al. (2019)

proposed a Bayesian methodology to correct the bias of estimation of the sample

selection models based on a semiparametric Bernstein polynomial regression model

that incorporates the sample selection scheme into a stochastic monotone trend con-
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straint, variable selection, and robustness against departures from the normality

assumption.

In the aforementioned papers, the solution to deal with departures from nor-

mality for continuous outcomes is to assume robust alternatives like Student-t or

skew-normal distributions. Another common approach is to consider non-parametric

structures for the density of the error terms. Our proposal goes in a different direc-

tion, one which has not yet been explored in the literature.

In this paper, we propose a generalization of the Heckman sample selection model

by allowing the sample selection bias and dispersion parameters to depend on co-

variates. We show that the non-robustness of the Heckman model may be due to the

assumption of the constant sample selection bias parameter rather than the normal-

ity assumption. Our proposed methodology allows us to understand what covariates

are important to explain the sample selection bias phenomenon rather than to solely

make conclusions about its presence. It is worthy to mention that our methodology

can be straightforwardly adapted for existing sample selection like those proposed by

Marchenko and Genton (2012), Ogundimu and Hutton (2016), and Wyszynski and

Marra (2018). We now highlight other contributions of our paper:

• We explore the inferential aspects of the maximum likelihood estimators (MLEs)

for our proposed generalized Heckman model. More specifically, we show that

this model satisfies regularity conditions so that it ensures consistency and

asymptotic normality of the MLEs. In particular, we show that the Heckman

model satisfies the regularity conditions, which is a new finding.
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• Our approach on including covariates in both sample selection bias and dis-

persion parameters may attenuate the non-identifiability and multicollinearity

problems faced by the existing sample selection models.

• Proper residual for sample selection models is proposed as a byproduct of our

asymptotic analysis. This is another relevant contribution of our paper, since

this point has not yet been thoroughly addressed.

• We develop an R package for fitting our proposed generalized Heckman model.

It also includes the Student-t and skew-normal sample selection models, which

have not been implemented in R (R Core Team, 2020) before. This makes the

paper replicable and facilitates the use of our generalized Heckman model by

practitioners. The package is available at the GitHub https://fsbmat-ufv.

github.io/ssmodels/.

• We show that the normal assumption for analyzing medical expenditure data

is suitable and that the conclusions drawn using our approach are consistent

with findings from prior literature. Moreover, we identify which covariates are

relevant for explaining the presence of sample selection bias in this important

dataset.

This paper is organized as follows. In Section 2 we define the generalized Heck-

man (GH) sample selection model and discuss estimation of the parameters through

the maximum likelihood method. Further, diagnostics tools and residual analysis are

discussed. Section 3 is devoted to showing that the GH model satisfies regularity con-

ditions that ensure consistency and asymptotic normality of the maximum likelihood
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estimators. In Section 4, we present Monte Carlo simulation results for evaluating

the performance of the maximum likelihood estimators of our proposed model and

for checking the behavior of other existing methodologies under misspecification.

In Section 5 we apply our generalized Heckman model to the data on ambulatory

expenditures from the 2001 Medical Expenditure Panel Survey and show that our

methodology overcomes an existing problem in a simple way. Concluding remarks

are addressed in Section 6.

2. Generalized Heckman Model

Assume that {(Y ∗1i, Y ∗2i)}ni=1 are linearly related to covariates xxxi ∈ Rp and wwwi ∈ Rq

through the following regression structures:

Y ∗1i = µ1i + ε1i, (2.1)

Y ∗2i = µ2i + ε2i, (2.2)

where µ1i = xxx>i βββ, µ2i = www>i γγγ, βββ = (β1, . . . , βp)
> ∈ Rp and γγγ = (γ1, . . . , γq)

> ∈ Rq

are vectors of unknown parameters with associated covariate vectors xxxi and wwwi, for

i = 1, . . . , n, and {(ε1i, ε2i)}ni=1 is a sequence of independent bivariate normal random

vectors. More specifically, we suppose that

ε1i
ε2i

 ∼ N2


0

0

,
 σ2

i ρiσi

ρiσi 1


 , (2.3)
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with the following regression structures for the sample selection bias and dispersion

parameters:

arctanh ρi = vvv>i κκκ and log σi = eee>i λλλ, (2.4)

where λλλ = (λ1, . . . , λr)
> ∈ Rr and κκκ = (κ1, . . . , κs)

> ∈ Rs are parameter vectors,

with associated covariate vectors vvvi and eeei, for i = 1, . . . , n. The arctanh (inverse

hyperbolic tangent) link function used for the sample selection bias parameter ensures

that it belongs to the interval (−1, 1). The variable Y ∗1i is observed only if Y ∗2i > 0

while the variable Y ∗2i is latent. We only know if Y ∗2i is greater or less than 0. The

equation (2.1) is the primary interest equation and the equation (2.2) represents the

selection equation. In practice, we observe the variables

Ui = I{Y ∗2i > 0}, (2.5)

Yi = Y ∗1iUi, (2.6)

for i = 1, . . . , n, where I{Y ∗2i > 0} = 1 if Y ∗2i > 0 and equals 0 otherwise.

Our generalized Heckman sample selection model is defined by (2.1)-(2.6). The

classic Heckman model is obtained by assuming constant sample selection bias and

dispersion parameters in (2.4).

The mixed distribution of Yi is composed by the discrete component

P (Ui = ui) = Φ(www>i γ)uiΦ(−www>i γ)1−ui , ui = 0, 1, (2.7)
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and by a continuous part given by the conditional density function

f(yi|Ui = 1) =
1

σi
φ

(
yi − xxx>i β

σi

) Φ

(
ρi√

1− ρ2i

(
yi − xxx>i β

σi

)
+

www>i γ√
1− ρ2i

)
Φ(www>i γ)

, (2.8)

where φ(·) and Φ(·) denote the density and cumulative distribution functions of the

standard normal, respectively. More details about this are provided in the Supple-

mentary Material.

Let θ = (βββ>, γγγ>,λλλ>,κκκ>)> be the parameter vector. The log-likelihood function

is given by

L(θ) =
n∑
i=1

{ui log f(yi|ui = 1) + ui log Φ(µ2i) + (1− ui) log Φ(−µ2i)}

=
n∑
i=1

ui {log Φ(ζi) + log φ(zi)− log σi}+
n∑
i=1

(1− ui) log Φ(−µ2i), (2.9)

where ui = 1 if yi is observed and ui = 0 otherwise, zi ≡
yi − µ1i

σi
, and ζi ≡

µ2i + ρizi√
1− ρ2i

,

for i = 1, . . . , n.

Expressions for the score function Sθ =
∂L(θ)

∂θ
and the respective Hessian matrix

are presented in the Supplementary Material. The maximum likelihood estimators

(MLEs) are obtained as solution of the non-linear system of equations Sθ = 0, which

does not have an explicit analytic form. We use the quasi-Newton algorithm of

Broyden-Fletcher-Goldfarb-Shanno (BFGS) via the package optim of the software R

(R Core Team, 2020) to maximize the log-likelihood function.

It is important to emphasize that the maximum likelihood method for the classic

9

Statistica Sinica: Newly accepted Paper 
(accepted author-version subject to English editing)



Heckman model may suffer from possible multicollinearity problems when the selec-

tion equation has the same covariates as the regression equation. This and other

issues such as no convergence of standard algorithms to estimate parameters, multi-

ple local maxima, and the MLE not existing in some cases are discussed for instance

in Nawata (1993), Nawata (1994), Yamagata and Orme (2005), Nawata (2007) and

Marchenko and Genton (2012). To reduce the impact of this problem in parameter

estimation, the exclusion restriction is suggested in the literature. According to this

approach, at least one significant covariate included in the selection equation should

not be included in the primary regression. The interested reader can find more de-

tails on the exclusion restriction procedure for the Heckman sample selection model

in Heckman (1976), Leung and Yu (2000), and Newey (2009).

A robust alternative to the normal assumption is to use the two-step estimation

procedure by Heckman (1979), which is based on the conditional expectation (for

constant σ and ρ):

E(Yi|Ui = 1) = xxx>i βββ + ρσΛ(www>i γγγ), (2.10)

where Λ(x) =
φ(x)

Φ(x)
is the inverse Mills ratio function. The ordinary least square

procedure based solely on (2.10) yields inconsistent estimators due to the extra term

ρσΛ(www>i γγγ) when ρ 6= 0 and then a second step is necessary. With this in mind,

Heckman (1979) proposed to perform a probit regression in the first step so obtaining

estimates for γγγ and then plug them in (2.10). The second step considers (2.10) and

additionally a least-squares residual variance or average-predicted probabilities from
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the probit model. For more details, please see Marchenko and Genton (2012).

Even the two-step estimation can suffer from a possible multicollinearity problem

because of the close-to-linear behavior of the inverse Mills ratio function for a certain

range. We now argue that this issue is attenuated if considering covariates in both

sample selection and dispersion parameters. In our case, the conditional expectation

E(Yi|Ui = 1) assumes the form

E(Yi|Ui = 1) = xxx>i βββ + tanh(vvv>i κκκ) exp(eee>i λλλ)Λ(www>i γγγ). (2.11)

Due to the non-linearity of the functions tanh(·) and exp(·), the identification of

the parameters is obtained even when Λ(·) behaves like a linear function. Therefore,

ordinary least square estimators can be proposed based on (2.11) for all parameters

with no need for a second step.

To illustrate graphically the importance of including covariates in both sample

selection bias and dispersion parameters, consider just one common R-valued covari-

ate for all the regression structures, say x, the intercepts equal to 0 and the remaining

parameters equal to 1. Define the functions R1(x) = tanh(x) exp(x)Λ(x) (varying

sample selection bias and dispersion), R2(x) = exp(x)Λ(x) (constant sample selec-

tion bias and varying dispersion), and R3(x) = tanh(x)Λ(x) (constant dispersion

and sample selection bias), for x ∈ R. Figure 1 presents the plots of the functions

R1(·), R2(·), R3(·), and Λ(·), for x ∈ (−5, 5). From this figure, we can observe a

non-linear behavior of the functions R1 and R2 in contrast with R3 and Λ, where

a linear behavior is observed for certain ranges. In the R2(·) case, we are thinking
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of ρ as constant. Even R2 being non-close to a linear function, the non-inclusion of

covariates for ρ will imply that this parameter can be absorved into Λ when behaving

linearly, so causing both non-identifiability and multicolinearity problems. Thus, we

conclude that the best approach is to consider regression structures for both sample

selection bias and dispersion parameters to avoid these issues.

Figure 1: Plots of the functions R1(x), R2(x), R3(x), and Λ(x) for x ∈ (−5, 5).

We now discuss diagnostic techniques, which have been proposed to detect ob-

servations that could exercise some influence on the parameter estimates or inference

in general. Next, for the generalized Heckman model, we describe the generalized

Cook distance (GCD), and in the next section, we propose the score residual.
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Cook’s distance is a method commonly used in statistical modeling to evaluate

changes in the estimated vector of parameters when observations are deleted. It

allows us to assess the effect of each observation on the estimated parameters. The

methodology proposed by Cook (1977) suggests the deletion of each observation and

the evaluation of the log-likelihood function without such a case. According to Xie

and Wei (2007), the generalized Cook distance (GCD) is defined by

GCDi(θ) =
(
θ̂ − θ̂(i)

)>
M
(
θ̂ − θ̂(i)

)
, i = 1, . . . , n,

whereM is a nonnegative definite matrix, which measures the weighted combination

of the elements for the difference θ̂ − θ̂(i), and θ̂(i) is the MLE of θ when removing

the ith observation. Many choices for M were considered by Cook and Weisberg

(1982). We use the inverse variance-covariance matrixM = −L̈(θ̂)−1. To determine

whether the ith case is potentially influential on inference about θ, we check if its

associated GCD value is greater than 2p/n. In this case, this point would be a

possible influential observation.

We illustrate the usage of the GCD in the analysis of the medical expenditure

data in Section 5. Regarding the residual analysis, in the next section, we propose a

proper residual for sample selection models, which is one of the aims of this paper.

3. Asymptotic Properties and Score Residuals

Our aim in this section is to show that under some conditions, our proposed gen-

eralized Heckman sample selection model satisfies the regularity conditions stated by
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Cox and Hinkley (1979). As a consequence, the maximum likelihood estimators dis-

cussed in the previous section are consistent and asymptotically normal distributed.

As a by-product of our findings here, we propose a score residual that is well-known

to be approximately normal distributed. Proofs of the theorems stated in this section

can be found in the Appendix.

Let Θ be the parameter space and `i(θ) = ui {log Φ(ζi) + log φ(zi)− log σi} +

(1 − ui) log Φ(−µ2i) be the contribution of the ith observation to the log-likelhood

function, where ζi retains its definition from previous section, for i = 1, . . . , n.

Theorem 1. The score function associated to the generalized Heckman model has

mean zero and satisfies the identity E
(
SθS

>
θ

)
= −E

(
∂S>θ /∂θ

)
.

We now propose a new residual for sample selection models inspired from Theo-

rem 1. From (6.17), we define the ordinary score residual by si = zi−
ρi√

1− ρ2i

φ(ζi)

Φ(ζi)

for the non-censored observations (where ui = 1) and the standardized score residual

by

Si =
si − E(si|Ui = 1)√

Var(si|Ui = 1)
=

zi −
ρi√

1− ρ2i

φ(ζi)

Φ(ζi)√
1 + µ2iρ2i

φ(µ2i)

Φ(µ2i)
+

ρ2i
1− ρ2i

Ψi

,

where Ψi = E

(
φ2(ζi)

Φ2(ζi)

∣∣Ui = 1

)
=

1

σiΦ(µ2i)

∫ ∞
−∞

φ(zi)φ(ζi)/Φ(ζi)dyi, for i = 1, . . . , n

such that ui = 1. Alternatively, a score residual based on all observations (including
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the censored ones) can be defined by

S∗i =
si − E(si)√

Var(si)
=

zi −
ρi√

1− ρ2i

φ(ζi)

Φ(ζi)√
Φ(µ2i)

(
1 + µ2iρ2i

φ(µ2i)

Φ(µ2i)
+

ρ2i
1− ρ2i

Ψi

) , (3.12)

for i = 1, . . . , n. In practice, we replace the unknown parameters by their maximum

likelihood estimates. The evaluation of the goodness-of-fit of our proposed general-

ized Heckman model will be performed through the score residual analysis. Based on

this approach, discrepant observations are identified, besides being possible to eval-

uate the existence of serious departures from the assumptions inherent to the model.

If the model is appropriate, plots of residuals versus predicted values should have a

random behavior around zero. Alternatively, a common approach is to build residual

graphics with simulated envelopes (Atkinson, 1985). In this case, it is not necessary

to know about the distribution of the residuals, they just need to be within the region

formed by the envelopes so indicating a good fit. Otherwise, residuals outside the

envelopes are possible outliers or indicate that the model is not properly specified.

We will apply the proposed score residual (3.12) to the MEPS data analysis. As will

be shown, the residual analysis indicates that the normal assumption for the data

is suitable in contrast with the non-robustness of the Heckman model mentioned in

existing papers in the literature on sample selection models.

We now establish the consistency and asymptotic normality of the MLEs for

our proposed generalized Heckman model. For this, we need to assume some usual

regularity conditions.
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(C1) The parameter space Θ is closed and compact, and the true parameter value,

say θ0, is an interior point of Θ.

(C2) The covariates are a sequence of iid random vectors, and Fn is the information

matrix conditional on the covariates.

(C3) E(Fn) is well-defined and positive definite, and E (maxθ∈Θ ‖Fn‖) <∞, where

‖ · ‖ is the Frobenius norm.

Remark 1. Conditions (C2) and (C3) enable us to apply a multivariate Central

Limit Theorem for iid random vectors for establishing the asymptotic normality of

the MLEs. These conditions are discussed for instance in Fahrmeir and Kaufmann

(1985).

Theorem 2. Under Conditions (C1)–(C3), the maximum likelihood estimator θ̂ of θ

for the generalized Heckman model is consistent and satisfies the weak convergence:

F
1/2
n

(
θ̂ − θ0

)
d−→ N (0, I), where I is the identity matrix, Fn is the conditional

information matrix, and θ0 denotes the true parameter vector value.

Remark 2. An important consequence of Theorem 2 is that the classic Heckman

model is regular under Conditions (C1)–(C3). Therefore, the MLEs for this model

are consistent and asymptotically normal distributed, which is a new finding of this

paper.
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4. Monte Carlo Simulations

4.1 Simulation design

In this section, we develop Monte Carlo simulation studies to evaluate and com-

pare the performance of the maximum likelihood estimators under the generalized

Heckman, classic Heckman, Heckman-Skew, and Heckman-t models when the as-

sumption of either constant sample selection bias parameter or constant dispersion

is not satisfied. To do this, six different scenarios with relevant characteristics for a

more detailed evaluation were considered. In Scenarios 1 and 2, we use models with

both varying dispersion and correlation (sample selection bias parameter) and with

(I) exclusion restriction and (II) without the exclusion restriction.

For Scenarios 3-6, the exclusion restriction is considered. More specifically, in

Scenarios 3, 4, and 5, we have specified the following (III) constant dispersion and

varying correlation; (IV) varying dispersion and constant correlation; (V) both con-

stant dispersion and correlation. To evaluate the sensitivity in the parameter esti-

mation of the selection models at high censoring, in Scenario 6 we simulated from

the generalized Heckman model with (VI) varying both sample selection bias and

dispersion parameters and an average censorship of 50%.

Scenario 1 aims to evaluate the performance of the generalized Heckman model

and compare it with its competitors when the assumption of constant sample selec-

tion bias parameter and dispersion is not satisfied. Scenario 2 is devoted to demon-

strating that despite the absence of exclusion restriction, our model can yield sat-

isfactory parameter estimates. Scenarios 3 and 4 aim to justify the importance of
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4.1 Simulation design

modeling through covariates the correlation and dispersion parameters, respectively.

Scenario 5 illustrates some problems that the generalized Heckman model can face

as with the classic Heckman model. Finally, Scenario 6 was included to demon-

strate the sensitivity of selection models to high correlation and high censoring. We

here present the results from Scenario 1. The remaining results are presented in the

Supplementary Material.

All scenarios were based on the following regression structures:

µ1i = β0 + β1x1i + β2x2i, (4.13)

µ2i = γ0 + γ1x1i + γ2x2i + γ3x3i, (4.14)

log σi = λ0 + λ1x1i, (4.15)

arctanh ρi = κ0 + κ1x1i, (4.16)

for i = 1, . . . , n. All covariates were generated from a standard normal distribution

and were kept constant throughout the experiment. The responses were generated

from the generalized Heckman model according to each of the six configurations. We

set the sample sizes n = 500, 1000, 2000 and N = 1000 Monte Carlo replicates. Pilot

simulations showed that the choice of parameters used in the simulations does not

affect the results, as long as they maintain the same average percentage of censorship.

We would like to highlight that there is no R package for fitting the Heckman-

t and Heckman skew-normal models. Therefore, we developed an R package (to

be submitted) able to fit our proposed generalized Heckman model and also the

sample selection models by Marchenko and Genton (2012) and Ogundimu and Hutton
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4.2 Scenario 1: Varying sample selection bias and dispersion parameters

(2016).

In the maximization procedure to estimate parameters based on the optim pack-

age, we consider as initial values for βββ, γγγ, λ0, and κ0 the maximum likelihood esti-

mates by the classic Heckman model. For the remaining parameters, we set λi = 0

and κj = 0 for i = 1, . . . , r and j = 1, . . . , s. The initial values for the degrees of

freedom of the Heckman-t model and the skewness parameter for the Heckman-Skew

model were set to 1 and 2, respectively. These values were chosen after some pilot

simulations.

4.2 Scenario 1: Varying sample selection bias and dispersion parameters

Here, we consider (4.13)-(4.16) with βββ = (1.1, 0.7, 0.1)>, γγγ = (0.9, 0.5, 1.1, 0.6)>,

and also λλλ = (−0.4, 0.7)> and κκκ = (0.3, 0.5)>. The regressors are kept fixed through-

out the simulations with x1i, x2i, x3i
iid∼ N (0, 1) for all i = 1, . . . , n.

In Table 1, we present the empirical mean and root mean square error (RMSE)

of the maximum likelihood estimates of the parameters based on the generalized

Heckman, classic Heckman, Student-t, and skew-normal sample selection models un-

der Scenario 1. From this table, we observe a good performance of the MLEs based

on the generalized Heckman model, even for estimating the parameters related to

the sample selection bias and dispersion. The bias and the RMSE under this model

decrease for all the estimates as the sample size increases; therefore, suggesting the

consistency of the MLEs, which is in line with our Theorem 2. On the other hand,

even the regression structures for βββ and γγγ being correctly specified, we see that

the MLEs for these parameters, based on the classic Heckman, skew-normal, and
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4.2 Scenario 1: Varying sample selection bias and dispersion parameters

Student-t, do not provide satisfactory estimates even for a large sample. This il-

lustrates the importance of considering covariates for the sample selection bias and

dispersion parameters. The mean estimates of the degrees of freedom and skew-

ness for the Student-t and skew-normal sample selection models were 2.4 and 0.8,

respectively.

The above comments are also supported by Figures 2, 3, and 4, where boxplots

of the parameter estimates are presented for sample sizes n = 500, n = 1000, and

n = 2000, respectively. We did not present the boxplots of the estimates of γ1, γ2,

and β1 since they behaved similarly to other boxplots.

We now provide some simulations to evaluate the size and power of likelihood

ratio, gradient, and Wald tests. We consider Scenario 1 and present the empirical

significance level of the tests in Table 2 for nominal significance levels at 1%, 5%,

and 10%.
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4.2 Scenario 1: Varying sample selection bias and dispersion parameters

Table 1: Empirical mean and root mean square error (RMSE) of the maximum likelihood
estimates of the parameters based on the generalized Heckman, classic Heckman, Student-t,
and skew-normal sample selection models under Scenario 1.

Generalized Classic Heckman Heckman
Heckman Heckman Skew-Normal Student-t

Parameters n mean RMSE mean RMSE mean RMSE mean RMSE

γ0 0.9
500 0.912 0.093 0.880 0.095 0.854 0.364 1.300 0.435
1000 0.905 0.063 0.878 0.069 0.820 0.364 1.293 0.409
2000 0.903 0.042 0.877 0.048 0.804 0.348 1.286 0.395

γ1 0.5
500 0.507 0.081 0.555 0.104 0.527 0.095 0.652 0.200
1000 0.506 0.056 0.558 0.085 0.530 0.075 0.663 0.185
2000 0.504 0.040 0.555 0.070 0.529 0.057 0.662 0.174

γ2 1.1
500 1.118 0.104 1.053 0.125 1.001 0.169 1.540 0.480
1000 1.109 0.074 1.046 0.099 0.978 0.162 1.522 0.441
2000 1.107 0.053 1.033 0.090 0.980 0.146 1.515 0.425

γ3 0.6
500 0.606 0.084 0.556 0.106 0.531 0.127 0.848 0.288
1000 0.604 0.065 0.539 0.098 0.504 0.130 0.828 0.253
2000 0.602 0.040 0.543 0.074 0.513 0.106 0.833 0.242

β0 1.1
500 1.105 0.068 0.998 0.261 0.496 0.734 1.112 0.103
1000 1.102 0.044 0.954 0.273 0.553 0.701 1.108 0.078
2000 1.099 0.029 0.892 0.230 0.498 0.697 1.096 0.051

β1 0.7
500 0.702 0.036 0.882 0.219 0.739 0.156 0.787 0.106
1000 0.701 0.020 0.860 0.191 0.753 0.158 0.777 0.087
2000 0.700 0.014 0.881 0.191 0.770 0.154 0.774 0.079

β2 0.1
500 0.098 0.048 0.140 0.196 0.040 0.225 0.101 0.078
1000 0.099 0.029 0.174 0.196 0.069 0.237 0.104 0.057
2000 0.100 0.019 0.221 0.147 0.105 0.193 0.113 0.042

λ0 −0.4
500 −0.400 0.042 0.174 0.577 0.366 0.771 −0.476 0.113
1000 −0.402 0.028 0.182 0.584 0.339 0.743 −0.470 0.092
2000 −0.401 0.019 0.182 0.582 0.331 0.734 −0.463 0.075

λ1 0.7
500 0.699 0.042 − − − − − −
1000 0.700 0.031 − − − − − −
2000 0.701 0.020 − − − − − −

κ0 0.3
500 0.314 0.248 0.507 0.688 0.133 0.846 0.307 0.300
1000 0.311 0.154 0.588 0.714 0.223 0.918 0.302 0.235
2000 0.309 0.106 0.811 0.608 0.307 0.814 0.336 0.158

κ1 0.5
500 0.573 0.240 − − − − − −
1000 0.531 0.135 − − − − − −
2000 0.510 0.092 − − − − − −
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4.2 Scenario 1: Varying sample selection bias and dispersion parameters
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4.2 Scenario 1: Varying sample selection bias and dispersion parameters
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4.2 Scenario 1: Varying sample selection bias and dispersion parameters

Table 2: Empirical significance level of the likelihood ratio (LR), gradient (G) and Wald
(W) tests for H0 : ρ = 0.

Generalized Classic Heckman Heckman
Heckman Heckman Skew-normal Student-t

n LR G W LR G W LR G W LR G W
α = 1%

500 1.5 1.1 3.5 30.3 1.6 61.4 41.9 6.4 71.3 2.8 1.5 4.3
1000 0.9 0.7 2.6 72.4 7.7 92.7 82.7 26.2 95.6 3.4 2.5 4.0
2000 1.1 0.7 1.9 85.9 16.5 96.8 91.0 52.4 99.0 3.2 2.6 3.9

α = 5%

500 6.2 5.6 12.0 50.5 12.5 69.9 61.7 26.9 78.3 9.9 7.7 11.6
1000 4.9 3.7 6.9 86.9 27.1 95.5 89.9 49.7 97.8 10.1 8.6 11.8
2000 5.9 5.1 7.4 94.2 40.8 97.7 94.5 68.3 99.5 10.2 9.4 10.6

α = 10%

500 13.0 10.5 19.3 59.8 25.2 74.4 69.8 40.8 82.2 16.2 14.8 18.4
1000 9.4 8.2 13.7 91.5 41.4 96.1 93.3 61.1 98.2 16.9 15.4 18.0
2000 11.2 10.8 12.6 96.3 55.7 98.3 95.5 74.8 99.6 16.1 15.8 16.4

Under the null hypothesis of absence of sample selection bias (ρi = 0 for all i, that

is κ0 = κ1 = 0), the likelihood ratio, gradient, and Wald tests presented empirical

values close to the nominal values only under the generalized Heckman model. For

the other models, the type-I error was inflated and indicated the presence of selection

bias. This suggests that the tests should be used with caution to test parameters of

the sample selection models and that some confounding can be caused due to either

varying sample selection bias or heteroskedasticity. It is important to point out

that, even for the generalized Heckman model, the Wald test presents a considerable

inflated type-I error for n = 500.
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4.2 Scenario 1: Varying sample selection bias and dispersion parameters

Table 3: Empirical power of the likelihood ratio (LR), gradient (G) and Wald (W) tests (in
percentage) for simulated data according to Scenario 1 under generalized Heckman, classic
Heckman, Heckman-Skew, and Heckman-t models, with significance level at 1%, 5% and
10%.

Generalized Classic Heckman Heckman
Heckman Heckman Skew-normal Student-t

n LR G W LR G W LR G W LR G W
α = 1%

500 71.7 68.4 75.5 58.4 8.9 81.9 45.7 4.5 79.7 14.6 9.3 18.4
1000 95.3 95.2 96.9 93.7 30.8 99.2 88.0 14.0 98.4 20.9 16.0 26.6
2000 99.9 99.9 99.9 99.6 74.4 100 98.2 28.4 99.4 48.3 46.0 52.1

α = 5%

500 88.8 87.8 91.6 74.1 32.6 89.3 69.2 20.1 86.3 29.6 25.1 33.6
1000 99 98.9 99.4 98.1 57.4 99.9 94.5 33.5 99 41.9 37.9 46.2
2000 100 100 100 99.9 87.0 100 98.9 46.8 99.7 68.8 66.9 70.9

α = 10%

500 94.3 93.1 95.5 82.4 48.4 91.9 78.2 34.9 89.8 39.8 37.1 43.1
1000 99.8 99.8 99.8 99.1 69.6 100 96 45.5 99 52.4 49.4 54.7
2000 100 100 100 100 91.6 100 99.2 55.9 99.7 78.4 77.8 79.4

In Table 3, we present the empirical power of the likelihood ratio, gradient and

Wald tests (in percentage) for simulated data according to Scenario 1 under gen-

eralized Heckman, classic Heckman, Heckman-Skew, and Heckman-t models, with

significance level at 1%, 5% and 10%. From these results, we can observe that the

tests, under the generalized Heckman model, provide high power, mainly when the

sample size increases. On the other hand, since tests based on the other models do

not provide the correct nominal significance level, the power of tests in these cases

are not really comparable.
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5. MEPS Data Analysis

We present an application of the proposed model to a set of real data. Consider

the outpatient expense data of the 2001 Medical Expenditure Panel Survey (MEPS)

available in the R software in the package ssmrob (Zhelonkin et al., 2014). These

data were also used by Cameron and Trivedi (2009), Marchenko and Genton (2012),

and Zhelonkin et al. (2016) to fit the classic Heckman model, Heckman-t model, and

the robust version of the two-step method, respectively. The MEPS is a set of large-

scale surveys of families, individuals, and their medical providers (doctors, hospitals,

pharmacies, etc.) in the United States. It has data on the health services Americans

use, how often they use them, the cost of these services, and how they are paid, as

well as data on the cost and reach of health insurance available to American workers.

The sample is restricted to persons aged between 21 and 64 years and contains a

variable response with 3, 328 observations of outpatient costs, of which 526 (15.8 %)

correspond to unobserved expenditure values identified as zero expenditure. It also

includes the following explanatory variables: Age represents age measured in tens of

years; Fem is an indicator variable for gender (female receives value 1); Educ represents

years of schooling; Blhisp is an indicator for ethnicity (black or Hispanic receive a

value of 1); Totcr is the total number of chronic diseases; Ins is the insurance status;

and Income denotes the individual income.

The variable of interest Y ∗1i represents the log-expenditure on medical services of

the ith individual. We consider the logarithm of the expenditure since it is highly

skewed (i.e., see Figure 5, where plots of the expenditure and log-expenditure are
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Figure 5: Histograms of the medical expenditure data (to the left) and of its logarithm
(to the right).

presented). The variable Y ∗2i denoting the willingness of the ith individual to spend

is not observed. We only observe Ui = I{Y ∗2i > 0}, which represents the decision or

not of the ith individual to spend on medical care.

According to Cameron and Trivedi (2009) and Zhelonkin et al. (2016), it is

natural to fit a sample selection model to such data, since the willingness to spend

(Y ∗2 ) is likely to be related to the expense amount (Y ∗1 ). However, after fitting the

classic Heckman model and using the Wald statistics for testing H0 : ρ = 0 against

H1 : ρ 6= 0, the conclusion is that there is no statistical evidence (p-value > 0.1)

to reject H0, that is, there is no sample selection bias. Cameron and Trivedi (2009)

suspected this conclusion on the absence of sample selection bias, and Marchenko

and Genton (2012) argued that a more robust model could evidence the presence of

sample selection bias in the data; these authors proposed a Student-t sample selection

model to deal with this problem. However, as will be illustrated in this application,
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this problem of the classic Heckman model can be due to the assumption of constant

sample selection bias and constant dispersion parameters rather than the normal

assumption itself. For those readers interested in an alternative approach for dealing

with medical expenditures, we refer to Nawata and Kimura (2017), where a standard

(type I) Tobit model with the power transformation is considered.

After a preliminary analysis, we consider the following regression structures for

our proposed generalized Heckman model:

µ1i = β0 + β1Agei + β2Femi + β3Educi + β4Blhispi + β5Totchri + β6Insi,

µ2i = γ0 + γ1Agei + γ2Femi + γ3Educi + γ4Blhispi + γ5Totchri + γ6Insi+

+ γ7Incomei,

log σi = λ0 + λ1Agei + λ2Totchri + λ3Insi,

arctanh ρi = κ0 + κ1Femi + κ2Totchri,

for i = 1, . . . , 3328. The primary equation has the same covariates of the selection

equation with the additional covariate Income, so that exclusion restriction is in force.

To select the covariates for the sample selection bias and dispersion parameters, we

fitted a full model by incorporating all the covariates in the regression structures

and then checked those individually non-significant for ρi and σi. We performed a

likelihood ratio (LR) test to check the joint removal of these covariates; the null

hypothesis states that the coefficients associated with such covariates are null. We
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obtain the LR statistics equal to 4.207 with associated p-value 0.756. Therefore, we

have statistical evidence that the aforementioned reduced model is preferable to the

full model (we cannot reject the null hypothesis).

In Table 4, we present the summary of the fits of the classic Heckman and

generalized Heckman models. From this table, we can observe that the covariates

Fem and Totchr are significant to explain the sample selection bias, by using any

significance level. We perform a likelihood (LR) test for checking the absence (H0 :

κ0 = κ1 = κ2 = 0) or presence of sample selection bias. The LR statistic was 28.16

with corresponding p-value equal to 3 × 10−6. Therefore, our proposed generalized

Heckman model is able to detect the presence of sample selection bias even under

normal assumption. We also performed the gradient and Wald tests, which confirmed

this conclusion.

Further, the covariates age, totcr, and ins were significant for the dispersion

parameter. For the selection equation, the covariate Income is not significant (sig-

nificance level at 5%) based on the generalized Heckman model in contrast with the

classic Heckman model. Anyway, it is important to keep it in order to satisfy the

exclusion restriction. Regarding the primary equation, we observe that the covariate

Ins is only significant under the classic Heckman model. Another interesting point

is that Educ is strongly significant for the primary equation under our proposed

generalized Heckman model.

We conclude this application by checking the goodness-of-fit of the fitted gen-

eralized sample selection Heckman model. In Figure 6, we provide the QQ-plot of

the score residuals given in (3.12) with simulated envelopes, and also a Cook dis-

30

Statistica Sinica: Newly accepted Paper 
(accepted author-version subject to English editing)



Table 4: Summary fits of the classic Heckman model (HM) and generalized Heckman
model (GHM). The GHM summary fit contains estimates with their respective standard
errors, z-value, p-value, and inferior and superior bounds of the 95% confidence interval.

Selection Equation
covariates HM-est. p-value GHM-est. stand. error z-value p-value Inf. Sup.
Intercept −0.676 0.000 −0.590 0.187 −3.162 0.002 −0.956 −0.224
Age 0.088 0.001 0.086 0.026 3.260 0.001 0.034 0.138
Fem 0.663 0.000 0.630 0.060 10.544 0.000 0.513 0.747
Educ 0.062 0.000 0.057 0.011 4.984 0.000 0.035 0.079
Blhisp −0.364 0.000 −0.337 0.060 −5.644 0.000 −0.454 −0.220
Totchr 0.797 0.000 0.758 0.069 11.043 0.000 0.624 0.893
Ins 0.170 0.007 0.173 0.061 2.825 0.005 0.053 0.293
Income 0.003 0.040 0.002 0.001 1.837 0.066 0.000 0.005

Primary Equation
covariates HM-est. p-value GHM-est. stand. error z-value p-value Inf. Sup.
Intercept 5.044 0.000 5.704 0.193 29.553 0.000 5.326 6.082
Age 0.212 0.000 0.184 0.023 7.848 0.000 0.138 0.230
Fem 0.348 0.000 0.250 0.059 4.252 0.000 0.135 0.365
Educ 0.019 0.076 0.001 0.010 0.129 0.897 −0.019 0.021
Blhisp −0.219 0.000 −0.128 0.058 −2.221 0.026 −0.242 −0.015
Totchr 0.540 0.000 0.431 0.031 14.113 0.000 0.371 0.490
Ins −0.030 0.557 −0.103 0.051 −1.999 0.046 −0.203 −0.002

Dispersion Parameter
covariates HM-est. p-value GHM-est. stand. error z-value p-value Inf. Sup.
Intercept 1.271 − 0.508 0.057 8.853 0.000 0.396 0.621
Age − − −0.025 0.013 −1.986 0.047 −0.049 0.000
Totchr − − −0.105 0.019 −5.475 0.000 −0.142 −0.067
Ins − − −0.107 0.028 −3.864 0.000 −0.161 −0.053

Sample Selection Bias Parameter
covariates HM-est. p-value GHM-est. stand. error z-value p-value Inf. Sup.
Intercept −0.131 0.375 −0.648 0.114 −5.668 0.000 −0.872 −0.424
Fem − − −0.403 0.136 −2.973 0.003 −0.669 −0.137
Totchr − − −0.438 0.186 −2.353 0.019 −0.803 −0.073
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Figure 6: QQ-plot and its simulated envelope for the score residuals (left) and index plot
of the GCD (right) for the generalized Heckman model for the medical expenditure panel
survey data.

tance plot for detecting global influence. Based on this last plot, we do not detect

any outlier observation, since all points are below the reference line 2p/n = 0.013.

Anyway, we investigate if the highlighted point #2602 (above the line 8 × 10−4) is

influential. We fitted our model by removing this observation and no changes either

on the parameter estimates or different conclusions about the significance of covari-

ates were obtained. Regarding the QQ-plot of the score residuals, we observe a great

performance of our model, since 96% of the points are inside of the envelope. This

confirms that the normal assumption for this particular dataset is adequate and that

our generalized Heckman model is suitable for the MEPS data analysis.
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6. Concluding Remarks

In this paper, a generalization of the Heckman model was proposed by allowing

both sample selection bias and dispersion parameters to vary across covariates. We

showed that the proposed model satisfies certain regularity conditions that ensure

consistency and asymptotic normality of the maximum likelihood estimators. Fur-

thermore, a proper score residual for sample selection models was proposed. These

finding are new contributions on this topic. The MEPS data analysis based on

the generalized Heckman model showed that the normal assumption for the data is

suitable in contrast with existing findings in the literature. Future research should

address (i) generalization of other sample selection models such as Student-t and

skew-normal to allow varying sample selection bias and dispersion parameters; (ii)

proposal of proper residuals for other sample selection models; and (iii) deeper study

of influence analysis. An R package for fitting our proposed generalized Heckman,

Student-t, and skew-normal models has been developed and available at the GitHub

https://fsbmat-ufv.github.io/ssmodels/.
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Appendix

Proof of Theorem 1. We here show the results for the derivatives with respect to

β. The results involving the other derivatives follow similarly and therefore they are

omitted.

For i = 1, . . . , n and j = 1, . . . , p, we have that

∂`i
∂βj

=

{
− ρi√

1− ρ2i

φ(ζi)

Φ(ζi)
+ zi

}
xijui/σi. (6.17)

By using basic properties of conditional expectation, it follows that E
(
∂`i
∂βj

)
=

E

[
E

(
∂`i
∂βj

∣∣Ui)] and it is immediate that E
(
∂`i
∂βj

∣∣Ui = 0

)
= 0. Let us now com-

pute the conditional expectations involved in E
(
∂`i
∂βj

∣∣Ui = 1

)
.

Here it is worth to remember the notations zi =
yi − µ1i

σi
and ζi =

µ2i + ziρi√
1− ρ2i

, for

i = 1, . . . , n. We now use the conditional density function given in (2.8) to obtain

that

E

(
φ(ζi)

Φ(ζi)

∣∣Ui = 1

)
=

1

σiΦ(µ2i)

∫ ∞
−∞

φ(ζi)φ(zi)dyi =
1

2πσiΦ(µ2i)

∫ ∞
−∞

exp{−(ζ2i + z2i )/2}dyi

=
e−µ

2
2i/2

2πσiΦ(µ2i)

∫ ∞
−∞

exp

{
−(yi − µ1i + σiµ2iρi)

2

2σ2
i (1− ρ2i )

}
dyi =

√
1− ρ2i

φ(µ2i)

Φ(µ2i)
,

where the last equality follows by identifying a normal kernel in the integral. On the

other hand, we use the fact that Zi given Ui = 1 has mean equal to µ1i + ρiσi
φ(µ2i)

Φ(µ2i)
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(see Supplementary Material for more details) and get

E
(
Zi
∣∣Ui = 1

)
= −µ1i

σi
+

1

σi
E(Yi|Ui = 1) = −µ1i

σi
+

1

σi

(
µ1i + ρiσi

φ(µ2i)

Φ(µ2i)

)
= ρi

φ(µ2i)

Φ(µ2i)
.

With the results above, we obtain that E
(
φ(ζi)

Φ(ζi)

∣∣Ui) = 0 almost surely and

therefore E
(
∂`i
∂βj

)
= 0 for j = 1, . . . , p.

We now concentrate our attention to prove the identity stated in the theorem.

It follows that

∂2`i
∂βjβl

= −
{

ρ2i
1− ρ2i

[
ζi
φ(ζi)

Φ(ζi)
+
φ2(ζi)

Φ2(ζi)

]
+ 1

}
xijxil
σ2
i

ui

and

∂`i
∂βj

∂`i
∂βl

=

{
z2i − 2zi

ρi√
1− ρ2i

φ(ζi)

Φ(ζi)
+

ρ2i
1− ρ2i

φ2(ζi)

Φ2(ζi)

}
xijxil
σ2
i

ui,

where we have used that u2i = ui (since ui ∈ {0, 1}) in the last equality. It is

immediate that E
(
∂2`i
∂βjβl

∣∣Ui = 0

)
= −E

(
∂`i
∂βj

∂`i
∂βl

∣∣Ui = 0

)
= 0.

Following in a similar way as before, after some algebra we obtain that

E

(
ζi
φ(ζi)

Φ(ζi)

∣∣Ui = 1

)
= −µ2i(1− ρ2i )

φ(µ2i)

Φ(µ2i)
and E

(
Z2
i

∣∣Ui = 1
)

= 1− µ2iρ
2
i

φ(µ2i)

Φ(µ2i)
.
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By combining these results, we have that

−E
(
∂2`i
∂βjβl

∣∣Ui = 1

)
= E

(
∂`i
∂βj

∂`i
∂βl

∣∣Ui = 1

)
=

{
1 + µ2iρ

2
i

φ(µ2i)

Φ(µ2i)
+

ρ2i
1− ρ2i

E

(
φ2(ζi)

Φ2(ζi)

∣∣Ui = 1

)}
xijxil
σ2
i

.

Since the conditional expectations coincide, the marginal expectations also coin-

cide so giving the desired result. �

Proof of Theorem 2. Conditions (C1)–(C3) and Theorem 1 give us the consistency of

the MLEs. To establish the asymptotic normality of the estimators, we need to show

that the third derivatives of the log-likelihood function are bounded by integrable

functions not depending on the parameters.

We will show here that this is possible for the derivatives involving the β’s.

The other cases follow in a similar way as discussed in the proof of Theorem 1 and

therefore they are omitted.

By computing the third derivatives with respect to the β’s and using the trian-

gular inequality, we have that

∣∣∣∣ ∂3`i
∂βj∂βl∂βk

∣∣∣∣ ≤ ρ2i
σ3
i (1− ρ2i )3/2

{
(1 + z2i )

φ(ζi)

Φ(ζi)
+ ζ2i

φ2(ζi)

Φ2(ζi)
+ 2ζi

φ2(ζi)

Φ2(ζi)
+ 2

φ2(ζi)

Φ3(ζi)

}
xijxilxik

≡ gi(θ) ≤ gi(θ
∗),

for j, l, k = 1, . . . , p, where θ∗ = argmaxθ∈Θgi(θ), which is well-defined due to As-

sumption (C1).

We now need to show that the expectations of the terms in gi(θ
∗) are finite.
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Let us show that Eθ0

(
ζ∗2i

φ2(ζ∗i )

Φ2(ζ∗i )

)
<∞, where Eθ0(·) denotes the expectation with

respect to the true parameter vector value θ0 and ζ∗i is defined as ζi by replacing θ

by θ∗. The proofs for the remaining terms follow from this one or in a similar way.

For ζ∗i ≤
√

2, it follows that φ2(ζ∗i )/Φ2(ζ∗i ) ≤
{

2πΦ2(
√

2)
}−1

. Now, consider

ζ∗i >
√

2. Theorem 1.2.6 from Durrett (2019) gives us the following inequality for

x > 0:

(
1

x
− 1

x3

)
e−x

2/2 ≤
∫ ∞
x

e−y
2/2dy.

Using this inequality and under ζ∗i >
√

2, we obtain that
φ2(ζ∗i )

Φ2(ζ∗i )
≤ ζ∗3i
ζ∗2i − 1

≤ ζ∗i .

These results imply that

Eθ0

(
ζ∗2i

φ2(ζ∗i )

Φ2(ζ∗i )

)
= Eθ0

(
ζ∗2i

φ2(ζ∗i )

Φ2(ζ∗i )
I
{
ζ∗i ≤

√
2
})

+ Eθ0

(
ζ∗2i

φ2(ζ∗i )

Φ2(ζ∗i )
I
{
ζ∗i >

√
2
})

≤
√

2
{

2πΦ2(
√

2)
}−1

+ Eθ0

(
|ζ∗i |

3) <∞,
with Eθ0

(
|ζ∗i |

3) < ∞ being proved in the same lines that the first two moments

presented in the Supplementary Material, which completes the proof of the desired

result. �
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