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The supplement details the proofs in the paper. The structure of the Supplement is outlined as

follows:

• Section S1 reviews the basic properties of multivariate locally stationary processes by

observing two lemmas: Lemmas S1 and S2.

• Section S2 summarizes the asymptotic distribution of the functionals of the pre-periodogram

matrix from the multivariate locally stationary process.

• Section S3 provides proofs of main results in Section 3 in the paper.

S1 Multivariate locally stationary processes

In Section S1, we review the basic properties of multivariate locally station-

ary processes. Let C be a generic constant. For the function l in (1.1), we

have the following inequality

∞∑
j=−∞

1

l(j)l(j + s)
≤ C

l(s)
, (S1.1)
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which is repetitively used in the proof.

Let X
(d)
t,T be the dth element of the vector Xt,T . From (2.2), X

(d)
t,T

has the expression X
(d)
t,T =

∑∞
j=−∞

∑p
m=1At,T (j)dmϵ

(m)
t−j , where At,T (j)dm

denotes the (d,m)-element of the coefficient matrix At,T (j). In view of this

expression, we obtain

Cov(X
(a)
t,T ,X

(b)
t+s,T )

=
∞∑

j=−∞

∞∑
l=−∞

p∑
m,n=1

At,T (j)amAt+s,T (l)bnCov
(
ϵ
(m)
t−j , ϵ

(n)
t+s−l

)
=

∞∑
j=−∞

p∑
m,n=1

At,T (j)amKmnAt+s,T (j + s)bn (S1.2)

=
∞∑

j=−∞

(
At,T (j)KAt+s,T (j)⊤

)
ab
. (S1.3)

On the other hand, the autovariance function γ(u, s) at u is

γ(u, s) =

∫ π

−π
f(u, λ) exp( iλs) dλ =

∞∑
j=−∞

A(u, j)KA(u, j + s)⊤. (S1.4)

Especially, the (a, b)-element of the matrix γ is bounded by

|γ(u, s)ab| ≤
∞∑

j=−∞

sup
u
∥A(u, j)∥∞∥K∥∞ sup

u
∥A(u, j + s)⊤∥∞

≤ C
∞∑

j=−∞

1

l(j)l(j + s)
≤ C

l(s)
, (S1.5)

where the second inequality follows from Assumption 1 (i) and the third

inequality follows from (S1.1).

Remark S1. From (S1.5), we can see that for any fixed u ∈ [0, 1] and any
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(a, b)-element of the autovariance matrix, |γ(u, 0)ab| is bounded, i.e.,

|γ(u, 0)ab| ≤ C.

Thus, the time-varying spectral densities f(u, λ)jk (1 ≤ j, k ≤ p) are square-

integrable for any fixed u ∈ [0, 1].

We first evaluate the difference between (S1.3) and (S1.4) on discrete

points uk = k/T in the following.

Lemma S1. Under Assumption 1, we have

T∑
k=1

∣∣∣Cov(X(a)
[k+1/2−s/2],T ,X

(b)
[k+1/2+s/2],T

)
−γ(uk, s)ab

∣∣∣ ≤ C
(
1+

1

l(s)

)
. (S1.6)

Proof. To evaluate (S1.6), we use the expressions (S1.2) and (S1.4). Note

that

T∑
k=1

∣∣∣Cov(X(a)

[k+1/2−s/2],T ,X
(b)

[k+1/2+s/2],T

)
− γ(uk, s)ab

∣∣∣
≤

T∑
k=1

∣∣∣ ∞∑
j=−∞

p∑
m,n=1

(
A[k+1/2−s/2],T (j)amKmnA[k+1/2+s/2],T (j + s)bn −A(uk, j)amKmnA[k+1/2+s/2],T (j + s)bn

)∣∣∣
+

T∑
k=1

∣∣∣ ∞∑
j=−∞

p∑
m,n=1

(
A(uk, j)amKmnA[k+1/2+s/2],T (j + s)bn −A(uk, j)amKmnA(uk, j + s)bn

)∣∣∣.
(S1.7)

Considering the first term in the right hand side, we have

T∑
k=1

∣∣∣ ∞∑
j=−∞

p∑
m,n=1

(
A[k+1/2−s/2],T (j)amKmnA[k+1/2+s/2],T (j + s)bn −A(uk, j)amKmnA[k+1/2+s/2],T (j + s)bn

)∣∣∣
=

∞∑
j=−∞

T∑
k=1

∣∣∣ p∑
m,n=1

(
A[k+1/2−s/2],T (j)−A(uk, j)

)
am

KmnA[k+1/2+s/2],T (j + s)bn

∣∣∣
≤

∞∑
j=−∞

T∑
k=1

p∑
m,n=1

∣∣∣(A[k+1/2−s/2],T (j)−A(uk, j)
)
am

∣∣∣|Kmn|
∣∣∣A[k+1/2+s/2],T (j + s)bn

∣∣∣
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≤
∞∑

j=−∞

CKC
2
A

l(j + s)
+

CKC
2
A

l(j)l(j + s)

≤CCKC
2
A, (S1.8)

where the first inequality follows from |Kmn| ≤ CK,
∣∣∣Ak+1/2+s/2,T (j+s)bn

∣∣∣ ≤
CA/l(j + s) from (2.3), and

T∑
k=1

p∑
m,n=1

∣∣∣(A[k+1/2−s/2],T (j)−A(uk, j)
)
am

∣∣∣
≤

T∑
k=1

p∑
m,n=1

∣∣∣(A[k+1/2−s/2],T (j)−A([k + 1/2− s/2]/T, j)
)
am

∣∣∣+ ∣∣∣(A([k + 1/2− s/2]/T, j)−A(uk, j)
)
am

∣∣∣
≤CA +

CA

l(j)
,

where the second inequality follows from (ii) and (iii) in Assumption 1.

Also, it holds that

T∑
k=1

∣∣∣ ∞∑
j=−∞

p∑
m,n=1

(
A(uk, j)amKmnA[k+1/2+s/2],T (j + s)bn −A(uk, j)amKmnA(uk, j + s)bn

)∣∣∣
=

∞∑
j=−∞

T∑
k=1

∣∣∣ p∑
m,n=1

A(uk, j)amKmn

(
A[k+1/2+s/2],T (j + s)−A(uk, j + s)

)
bn

∣∣∣
≤

∞∑
j=−∞

T∑
k=1

p∑
m,n=1

∣∣∣A(uk, j)am

∣∣∣|Kmn|
∣∣∣(A[k+1/2+s/2],T (j + s)−A([k + 1/2 + s/2]/T, j + s)

)
bn

∣∣∣
+

∞∑
j=−∞

T∑
k=1

p∑
m,n=1

∣∣∣A(uk, j)am

∣∣∣|Kmn|
∣∣∣(A([k + 1/2 + s/2]/T, j + s)−A(uk, j + s)

)
bn

∣∣∣
≤

∞∑
j=−∞

CKC
2
A

l(j)
+

∞∑
j=−∞

CKCA

l(j)

T∑
k=1

∥A([k + 1/2 + s/2]/T, j + s)−A(uk, j + s)∥∞

≤CCKC
2
A +

∞∑
j=−∞

CKC
2
A

l(j)l(j + s)

≤CCKC
2
A

(
1 +

1

l(s)

)
, (S1.9)

where the last inequality follows from (S1.1). Combining (S1.7), (S1.8)

and (S1.9), we obtain the desired result.
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Generally, higher-order cumulants of the locally stationary process {Xt,T}

can be approximated by those of the stationary process {X∗(u)} for u =

t/T under Assumption 1 in a similar manner as the autocovariance. To

discuss higher-order cumulants, we introduce the notation X(u; s), which

means the observation X(s), s ∈ Z, of the stationary process X∗(u).

Let γa1,...,aq(u; t1, . . . , tq−1) be the joint cumulant function of order q,

i.e.,

γa1,...,aq(u; t1, . . . , tq−1)

:= cum{X(a1)(u; t+t1),X
(a2)(u; t+t2), · · · ,X(a2)(u; t+tq−1),X

(aq)(u; t)}.

To discriminate this notation from the autocovariance function, we do not

use γ in boldface, although it is an extension of the autocovariance function

to higher-orders.

Lemma S2. Under Assumption 1, we have

T∑
k=1

∣∣∣cum(X
(a1)
k+t1,T

,X
(a2)
k+t2,T

, · · ·X(aq−1)
k+tq−1,T

,X
(aq)
k,T )−γa1,...,aq(uk; t1, . . . , tq−1)

∣∣∣
≤ C

∞∑
m=−∞

(
q∑
i=1

l(m+ ti)∏q
j=1 l(m+ tj)

+
1∏q

j=1 l(m+ tj)

)
,

where C is a generic constant and tq = 0.

Remark S2. Lemma S1 is a special case of Lemma S2 when q = 2.

Proof. Under Assumption 1, there exists a constant C̃
(r)
ϵ such that all cumu-

lants of order r are all bounded by C̃
(r)
ϵ , since all cumulants can be written
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in terms of polynomials of moments. Now, it holds that

∣∣∣cum(X
(a1)
k+t1,T

,X
(a2)
k+t2,T

, · · · ,X(aq−1)

k+tq−1,T
,X

(aq)

k,T )− γa1,...,aq (uk; t1, . . . , tq−1)
∣∣∣

≤
∣∣∣ ∞∑
j1,...,jq=−∞

p∑
m1,...,mq=1

(
Ak+t1,T (j1)a1m1 · · ·Ak,T (jq)aqmq −A(uk, j1)a1m1 · · ·A(uk, jq)aqmq

)
×cum

(
ϵ
(m1)
k+t1−j1

, ϵ
(m2)
k+t2−j2

, · · · , ϵ(mq)

k−jq

)∣∣∣
≤ C̃

(q)
ϵ

∞∑
jq=−∞

p∑
m1,...,mq=1

∣∣∣Ak+t1,T (jq + t1)a1m1 · · ·Ak,T (jq)aqmq −A(uk, jq + t1)a1m1 · · ·A(uk, jq)aqmq

∣∣∣
≤ C̃

(q)
ϵ

∞∑
jq=−∞

∥Ak+t1,T (jq + t1)a1m1 · · ·Ak,T (jq)aqmq −A(uk, jq + t1)a1m1Ak+t2,T (jq + t2)aqmq · · ·Ak,T (jq)aqmq∥∞

+∥A(uk, jq + t1)a1m1Ak+t2,T (jq + t2)a2m2 · · ·Ak,T (jq)aqmq −A(uk, jq + t1)a1m1A(uk, jq + t2)a2m2 · · ·Ak,T (jq)aqmq∥∞

+∥A(uk, jq + t1)a1m1 · · ·Ak,T (jq)aqmq −A(uk, jq + t1)a1m1 · · ·A(uk, jq)aqmq∥∞

Note that, for 1 ≤ i ≤ q − 1, we have

T∑
k=1

∥Ak+ti,T (jq + ti)− A(uk, jq + ti)∥∞

≤
T∑
k=1

(
∥Ak+ti,T (jq + ti)− A(uk+ti , jq + ti)∥∞ + ∥A(uk+ti , jq + ti)− A(uk, jq + ti)∥∞

)
≤ CA +

CA
l(jq + ti)

.

Thus, it holds

T∑
k=1

∣∣∣cum(X
(a1)
k+t1,T

,X
(a2)
k+t2,T

, · · ·X(aq−1)
k+tK−1,T

,X
(aq)
k,T )−γa1,...,a1(uk; t1, . . . , tq−1)

∣∣∣
≤ C̃(q)

ϵ Cq
A

∞∑
jq=−∞

(
q−1∑
i=1

l(jq + ti)

l(jq)
∏q−1

j=1 l(jq + tj)
+

1

l(jq)
∏q−1

j=1 l(jq + tj)
+

1∏q−1
j=1 l(jq + tj)

)

We obtain the conclusion if we replace jq with m and set tq = 0.
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S2 Asymptotic distribution

In Section S2, we consider the asymptotic distribution of the empirical

spectral process for multivariate locally stationary processes.

We first impose the following assumptions on the matrix-valued func-

tions ϕ, which is to be considered later. Let V2(·) be the total variation of

bivariate functions, i.e.,

V2(f) = sup
{ m,n∑
k,l=1

|f(uk, λl)− f(uk−1, λl)− f(uk, λl−1) + f(uk−1, λl−1)|;

0 ≤ u0 < · · · < um ≤ 1, 0 ≤ λ0 < · · · < λn ≤ π; m,n ∈ N
}
.

Let Ψ be a class of square-integrable functions, where the L2-norm on

ψ ∈ Ψ is defined as

∥ψ∥2L2
=

∫ 1

0

∫ π

−π
|ψ(u, λ)|2 dλ du <∞.

The class Ψ is considered for the elements of the matrix ϕ.

For any class Φ := {ϕ ∈ Rp×p;ϕij ∈ Ψ for i, j = 1, . . . , p}, let τ∞,TV,

τTV,∞, τTV,TV and τ∞,∞ be

τ∞,TV := τ∞,TV(Φ) = sup
ϕ∈Φ

max
1≤i,j≤p

sup
u∈[0,1]

V
(
ϕij(u, ·)

)
, τTV,∞ := τTV,∞(Φ) = sup

ϕ∈Φ
max

1≤i,j≤p
sup

λ∈[0,π]

V
(
ϕij(·, λ)

)
,

τTV,TV := τTV,TV(Φ) = sup
ϕ∈Φ

max
1≤i,j≤p

V2

(
ϕij

)
, τ∞,∞ := τ∞,∞(Φ) = sup

ϕ∈Φ
max

1≤i,j≤p
sup

u∈[0,1]
λ∈[0,π]

|ϕij |.

Assumption S1. Let Φ be a class of p× p matrix-valued continuous func-

tions ϕ(u, ·) on [−π, π] such that for any ϕ ∈ Φ, it holds that (i) ϕ(u, ·) =
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ϕ∗(u, ·) for any fixed u ∈ [0, 1]; and (ii) τ∞,TV, τTV,∞, τTV,TV and τ∞,∞ are

all finite.

For any function ψ ∈ Ψ, let ψT be

ψT (u, λ) =
1

bT
ψ
( u
bT
, λ
)
, (S2.10)

where b := bT → 0 as T → ∞. Let ΨT denotes the function class constituted

by ψT , i.e.,

ΨT = {ψT (u, λ) =
1

bT
ψ
( u
bT
, λ
)
; ψ ∈ L2}. (S2.11)

Assumption S2. For any ψ ∈ Ψ, let ψ(·, λ) be a positive, symmetric

function of bounded variation such that ψ(·, λ) has a compact support on

[−1, 1].

Let AT (u) and ĀT (u) be

AT (u)ab := AT (u;ψ)ab =
1

T

T∑
k=1

∫ π

−π
ψT (u− uk, λ)IT (uk, λ)ab dλ, (S2.12)

ĀT (u)ab := ĀT (u;ψ)ab =
1

T

T∑
k=1

∫ π

−π
ψT (u− uk, λ)f(uk, λ)ab dλ. (S2.13)

The empirical spectral process ξT (u)ab is

ξT (u)ab := ξT (u;ψ)ab =
√
TbT

(
AT (u;ψ)− ĀT (u;ψ)

)
ab
. (S2.14)

We use the first expression in (S2.12), (S2.13) and (S2.14) when there is no

confusion with ψ.
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S2.1 Preliminary Computations

Let ψ̂ be ψ̂(u, k) =
∫ π
−π ψ(u, λ) exp(− ikλ) dλ.

Lemma S3. Let βT be a sequence of positive numbers such that βT → 0 as

T → ∞. Suppose

lim sup
T→∞

βT

T∑
s=−T

sup
u
|ψ̂(u,−s)| <∞. (S2.15)

Then, it holds that

|EAT (u)ab − ĀT (u)ab| = O(T−1b−1
T β−1

T ).

Remark S3. The condition

∞∑
s=−∞

sup
u
|ψ̂(u,−s)| <∞ (S2.16)

satisfies (S2.15). However, if ψ(u, ·) is only a function of bounded variation,

then ψ may not satisfy the condition (S2.16). Under (S2.15), we see that

T∑
s=−T

sup
u
|ψ̂(u,−s)| = O(β−1

T ),

which we use in the following evaluations.

Proof. From (3.16), we have

IT (u, λ)ab =
1

2π

∑
ℓ:1≤[uT+1/2±ℓ/2]≤T

X
(a)
[uT+1/2+ℓ/2],TX

(b)
[uT+1/2−ℓ/2],T exp(− iλℓ).

(S2.17)
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In expression (S2.17), ℓ depends on u, but it can be naturally extended to

IT (u, λ)ab =
1

2π

T−1∑
ℓ=1−T

X
(a)
[uT+1/2+ℓ/2],TX

(b)
[uT+1/2−ℓ/2],T exp(− iλℓ), (S2.18)

if we let Xm,T ≡ 0 for any m ≤ 0 or m ≥ T + 1.

We shall use this expression (S2.18) in the following proof. By Parseval’s

identity, it holds that

|EAT (u)ab − ĀT (u)ab|

≤
∣∣∣ 1
T

T∑
k=1

∫ π

−π
ψT (u− uk, λ)

(
EIT (uk, λ)ab − f(uk, λ)ab

)
dλ
∣∣∣

=
∣∣∣ 1

2πT

T∑
k=1

( T−1∑
s=1−T

ψ̂T (u− uk,−s)
(
EX

(a)
[k+1/2+s/2],TX

(b)
[k+1/2−s/2],T − γ(uk,−s)ab

)
+
∑
|s|≥T

ψ̂T (u− uk,−s)γ(uk,−s)ab
)∣∣∣

≤ 1

2πT

∣∣∣ T∑
k=1

T−1∑
s=1−T

ψ̂T (u− uk,−s)
(
Cov(X

(a)
[k+1/2+s/2],T ,X

(b)
[k+1/2−s/2],T )− γ(uk,−s)ab

)∣∣∣
+

1

2πT

T∑
k=1

∣∣∣∑
|s|≥T

ψ̂T (u− uk,−s)γ(uk,−s)ab
∣∣∣

:= B1 +B2, (say).

By Lemma S1, it holds that

B1 ≤ 1

2πbT

T−1∑
s=1−T

sup
u
|ψ̂(u,−s)|

∣∣∣ 1
T

T∑
k=1

Cov(X
(a)
[k+1/2+s/2],T ,X

(b)
[k+1/2−s/2],T )− γ(uk,−s)ab

∣∣∣
≤ C

2πbTT

T−1∑
s=1−T

sup
u
|ψ̂(u,−s)|

(
1 +

1

l(s)

)
= O(T−1b−1

T β−1
T ).
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Further, noting (S1.5), we have

B2 ≤ 1

2πbT
sup
u

∑
|s|≥T

|ψ̂(u,−s)||γ(u,−s)ab|

≤ C

bTβT

∑
|s|≥T

C

l(s)

= O(T−1b−1
T β−1

T ),

since {l(j)−1}j∈N is a convergent series, and |l(s)| ≥ T for |s| ≥ T . There-

fore, we obtain the assertion.

Next, we evaluate the higher-order cumulants of ξT (u). We first clarify

the bias between those of the time-varying process {Xt,T} and those of the

approximate stationary process {X(u, t)}, and then evaluate the higher

order cumulants of the stationary process.

Lemma S4. Let βT be a sequence of positive numbers such that βT → 0

as T → ∞. Suppose ψ(1)(·, λ), . . . , ψ(q)(·, λ) are all functions of bounded

variation and satisfy Assumption S2 and

lim sup
T→∞

βT

T∑
s=−T

sup
u
|ψ̂(i)(u,−s)| <∞, for i = 1, . . . , q. (S2.19)

If bT → 0, TbT → ∞ and T−q/2β−1
T → 0 as T → ∞, then it holds that

cum
(
ξT (u

(1);ψ(1))a1b1 , · · · , ξT (u(q);ψ(q))aqbq
)
= O(T 1−q/2b

1−q/2
T ).
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Especially, when q = 2, we have

lim
T→∞

Cov
(
ξT (u

(1);ψ(1))a1b1 , ξT (u
(2);ψ(2))a2b2

)
=

2πδ(u(1), u(2))

(∫ π

−π

(∫ ∞

−∞
ψ(1)(v, λ)ψ(2)(v, λ) dv

)
f(u(1), λ)a1a2f(u

(1), λ)b1b2 dλ

+

∫ π

−π

(∫ ∞

−∞
ψ(1)(v, λ)ψ(2)(v,−λ) dv

)
f(u(1), λ)a1b2f(u

(1), λ)b1a2 dλ

+

∫ π

−π

∫ π

−π

(∫ ∞

−∞
ψ(1)(v, λ1)ψ(2)(v,−λ2) dv

)
γ̃a1a2b1b2(u

(1);λ1, λ2,−λ2) dλ1 dλ2

)
,

(S2.20)

where γ̃ is the fourth-order spectral density of the process.

Remark S4. The sequence βT is used to alleviate the divergence of the

harmonic series. There exists a sequence βT such that β−1
T = O(lnT ) (See

Remark S5 below for details). For this sequence, the condition T−q/2β−1
T →

0 always holds true for q ≥ 2.

Proof. Using the expression (S2.18), we have AT (u)ab as

AT (u)ab =
1

2πT

T∑
k=1

T−1∑
s=1−T

ψ̂T (u− uk,−s)X(a)
[k+1/2+s/2],TX

(b)
[k+1/2−s/2],T ,

(S2.21)

which is a linear combination of X
(a)
[k+1/2+s/2],TX

(b)
[k+1/2−s/2],T . We apply

Lemma S2 to compute the higher order cumulants. Actually, it holds that

cum
(
ξT (u

(1);ψ(1))a1b1 , · · · , ξT (u(q);ψ(q))aqbq
)

= cum
( 1
T

∑
κ1

X
(a1)
κ1,T

X
(b1)
κ1−s1,T ,

1

T

∑
κ2

X
(a2)
κ2,T

X
(b2)
κ2−s2,T , . . . ,

1

T

∑
κq

X
(aq)
κq ,T

X
(bq)
κq−sq ,T

)
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=
1

T q

∑
κ1,...,κq

cum
(
X

(a1)
κ1,T

X
(b1)
κ1−s1,T , . . . ,X

(aq)
κq ,T

X
(bq)
κq−sq ,T

)
,

where for brevity, we let

κ1 := [k1+1/2+s1/2], κ2 := [k2+1/2+s2/2], . . . , κq := [kq+1/2+sq/2].

To compute higher order cumulants, we have to consider all indecomposable

partitions of the following table (See Brillinger (1981), Theorem 2.3.2):

X
(a1)
κ1,T

X
(b1)
κ1−s1,T

X
(a2)
κ2,T

X
(b2)
κ2−s2,T

...
...

X
(aq)
κq ,T

X
(bq)
κq−sq ,T

.

In view of Lemma S2 with some tedious computation, all indecomposable

partitions can be approximated by those cumulants of the stationary process

with a bias of lower order for a fixed q ≥ 2.

We give a representative example of a partition below. The other par-

titions can be evaluated in the same manner. Without loss of generality,

let q be odd. Suppose we evaluate the following cumulant:

1

T q

∑
κ1,...,κq

cum
(
X

(a1)
κ1,T

,X
(a2)
κ2,T

)
cum

(
X

(b2)
κ2−s2,T ,X

(b3)
κ3−s3,T

)
· · · cum

(
X

(aq)
κq ,T

,X
(b1)
κ1−s1,T

)
.

If we replace variables κ2, . . . , κq with τ2 := κ2 − κ1, . . . , τq := κq − κ1, then
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we have

1

T q

∑
κ1,τ2,...,τq

cum
(
X

(a1)
κ1,T

,X
(a2)
κ1+τ2,T

)
cum

(
X

(b2)
κ1+τ2−s2,T ,X

(b3)
κ1+τ3−s3,T

)
· · · cum

(
X

(aq)
κ1+τq ,T

,X
(b1)
κ1−s1,T

)
. (S2.22)

Applying Lemma S2, (S2.22) can be approximated by

1

T q

T∑
κ1=1

∑
τ2,··· ,τq

γ(uκ1 , τ2)a1a2γ(uκ1 , τ3−s3−τ2+s2)b2b3 · · ·γ(uκ1 ,−s1−τq)aqb1 .

(S2.23)

More precisely, the absolute bias between (S2.22) and (S2.23) is bounded

by

T−q
q∑
i=1

Ci

(
1 +

1

l(si)

)
.

Returning back to the expression (S2.21), we see that the full expression of

the absolute bias is bounded by

1

2πbqT

T−1∑
s1,··· ,sq=1−T

q∏
i=1

sup
u
|ψ̂(i)(u,−si)|

×
∣∣∣ 1
T q

∑
κ1,τ2,...,τq

cum
(
X

(a1)
κ1,T

,X
(a2)
κ1+τ2,T

)
cum

(
X

(b2)
κ1+τ2−s2,T ,X

(b3)
κ1+τ3−s3,T

)
· · · cum

(
X

(aq)
κ1+τq ,T

,X
(b1)
κ1−s1,T

)

− 1

T q

T∑
κ1=1

∑
τ2,··· ,τq

γ(uκ1 , τ2)a1a2γ(uκ1 , τ3−s3−τ2+s2)b2b3 · · ·γ(uκ1 ,−s1−τq)aqb1
∣∣∣

= O(T−qb−qT β−q
T ).

In summary, all cumulants of order q for AT can be approximated by those

of the stationary process with a bias of order O(T−qb−qT β−q
T ). Thus, the bias
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in those cumulants for ξT is O(T−q/2b
−q/2
T β−q

T ). Furthermore, it holds that

cum
(
ξT (u

(1);ψ(1))a1b1 , · · · , ξT (u(q);ψ(q))aqbq
)
= O(T 1−q/2b

1−q/2
T ), (S2.24)

since ψ(1)(·, λ), . . . , ψ(q)(·, λ) are all functions of bounded variation. There-

fore, the bias is asymptotically negligible. A representative example of

(S2.24) is shown below.

Let us consider the case q = 2 for ξT . Note that q is even now. We

have three terms of the type (S2.23) , i.e.,

(i) the approximation for cum(X
(a1)
κ1,T

,X
(b1)
κ1−s1,T )cum(X

(a2)
κ2,T

,X
(b2)
κ2−s2,T ):

bT
T

T∑
κ1=1

∑
s1,s2,τ2

ψ̂
(1)
T (u(1)−uκ1 , s1)ψ̂

(2)
T (u(2)−uκ1 , s2)γ(uκ1 , τ2)a1a2γ(uκ1 , τ2−s2+s1)b1b2 ;

(S2.25)

(ii) the approximation for cum(X
(a1)
κ1,T

,X
(b2)
κ2−s2,T )cum(X

(b1)
κ1−s1,T ,X

(a2)
κ2,T

):

bT
T

T∑
κ1=1

∑
s1,s2,τ2

ψ̂
(1)
T (u(1)−uκ1 , s1)ψ̂

(2)
T (u(2)−uκ1 , s2)γ(uκ1 , τ2−s2)a1b2γ(uκ1 , τ2+s1)b1a2 ;

(S2.26)

(iii) the approximation for cum(X
(a1)
κ1,T

,X
(b2)
κ2−s2,T ,X

(a2)
κ1−s1,T ,X

(b1)
κ2,T

):

bT
T

T∑
κ1=1

∑
s1,s2,τ2

ψ̂
(1)
T (u(1)−uκ1 , s1)ψ̂

(2)
T (u(2)−uκ1 , s2)γa1a2b1b2(uκ1 ;−s1, τ2, τ2−s2).

(S2.27)

We first explain the term (S2.25). By repeated application of the Par-

seval equality (see, e.g., the proof of Lemma 2.2 in Hosoya and Taniguchi
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(1982) for details) and by Lemma P5.1 in Brillinger (1981), the term (S2.25)

is equivalent to

2πbT

∫ 1

0

∫ π

−π
ψ

(1)
T (u(1)−u, λ)ψ(2)

T (u(2) − u, λ)f(u, λ)a1a2f(u, λ)b1b2 dλ du+O(T
−1b−1

T ).

Under Assumption S2, if u(1) ̸= u(2), we have∫ 1

0

∫ π

−π
ψ

(1)
T (u(1)−u, λ)ψ(2)

T (u(2) − u, λ)f(u, λ)a1b2f(u, λ)b1a2 dλ du = o(b−1
T ),

since the supports of ψ(1) and ψ(2) are compact. Thus, the term (S2.25)

converges to

2πδ(u(1), u(2))

∫ π

−π

(∫ ∞

−∞
ψ(1)(v, λ)ψ(2)(v, λ) dv

)
f(u(1), λ)a1a2f(u

(1), λ)b1b2 dλ,

(S2.28)

where δ is a delta function such that δ(a, b) = 1 if a = b, and 0 otherwise.

Similarly, the term (S2.26) converges to

2πδ(u(1), u(2))

∫ π

−π

(∫ ∞

−∞
ψ(1)(v, λ)ψ(2)(v,−λ) dv

)
f(u(1), λ)a1b2f(u

(1), λ)b1a2 dλ.

(S2.29)

The term (S2.27) converges to

2πδ(u(1), u(2))

∫ π

−π

∫ π

−π

(∫ ∞

−∞
ψ(1)(v, λ1)ψ(2)(v,−λ2) dv

)
γ̃a1a2b1b2(u

(1);λ1, λ2,−λ2) dλ1 dλ2,

(S2.30)

by repeated application of the Parseval equality. Combining all terms

(S2.28), (S2.29) and (S2.30), we obtain the results of Lemma S4.
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S2.2 Asymptotic Normality

Here, we show the asymptotic normality of the empirical spectral process

ξT (ψ) in (S2.14). To this goal, we adopt the idea in Dahlhaus and Polonik

(2009) to use the Gaussian kernel as the mollifier with the property of being

rapidly decreasing. Let G be the Gaussian kernel, that is,

G(x) :=
1√
2π

exp
(
−1

2
x2
)
,

and Gb the mollifier

Gβ(x) =
1

β
G
(x
β

)
,

with β := βT → 0 as T → ∞. From the convolution theorem, the Fourier

coefficients ψ̂∗T of ψ∗T := ψ ∗Gβ are

ψ̂∗T (u, k) = ψ̂(u, k)Ĝβ(k), k ∈ Z. (S2.31)

Remark S5. The remarkable feature of this manipulation is that

∑
k∈Z

sup
u∈[0,1]

|ψ̂∗T (u, k)| ≤
∑
k∈Z

sup
u∈[0,1]

|ψ̂(u, k)|,

since for any fixed k ∈ Z,

|Ĝβ(k)| =
∣∣∣exp(−β2k2

2

)∣∣∣ ≤ 1.

In addition, the following result holds.

∑
k∈Z

sup
u∈[0,1]

|ψ̂∗T (u, k)| = O
(
ln
(
β−1
T

))
. (S2.32)
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If we take βT as βT = T−k for any k ≥ 1, then we have

∑
k∈Z

sup
u∈[0,1]

|ψ̂∗T (u, k)| = O(lnT ).

Proof of Remark S5. For any 1 ≤ i, j ≤ p, let ψ := ϕij ∈ Ψ as in Assump-

tion S1. Note that ψ(u, ·) is a continuous function of bounded variation.

(i) Let k ̸= 0. From Jordan decomposition theorem, there exists a signed

measure gψ such that

ψ̂(u, k) =

∫ π

−π

exp(− ikλ)− 1

− ik
gψ(u, dλ),

which leads to

sup
u∈[0,1]

|ψ̂(u, k)| ≤ C

|k|
sup
u∈[0,1]

V
(
ψ(u, ·)

)
≤ Cτ∞,TV

|k|
. (S2.33)

(ii) Let k = 0.

sup
u∈[0,1]

|ψ̂(u, 0)| ≤ 2π sup
u∈[0,1]

sup
λ∈[−π,π]

ψ(u, λ) ≤ 2πτ∞,∞. (S2.34)

Combing (S2.33) and (S2.34) with the relation (S2.31), we obtain

sup
u∈[0,1]

|ψ̂∗T (u, k)| ≤ C
(
1 +

∞∑
k=1

1

|k|
exp
(−β2k2

2

))
= O

(
ln
(
β−1
))
.

Thus, the equation (S2.32) is shown.

Next result shows that the asymptotic normality of ξT (uk)ab for k ≥ 1.
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Theorem S1. Suppose Assumptions 1 and S1 hold. Let bT → 0 and TbT →

∞, as T → ∞. For any q, and u(1), . . . , u(q) ∈ [0, 1], it holds that

(
ξT (u

(1);ψ(1))a1b1 , · · · , ξT (u(q);ψ(q))aqbq
)⊤ d−→ N

(
0, (Vjk)j,k=1,...q

)
, as T → ∞,

where Vjk is

Vjk = 2πδ(u(j), u(k))

(∫ π

−π

(∫ ∞

−∞
ψ(j)(v, λ)ψ(k)(v, λ) dv

)
f(u(j), λ)ajakf(u

(j), λ)bjbk dλ

+

∫ π

−π

(∫ ∞

−∞
ψ(j)(v, λ)ψ(k)(v,−λ) dv

)
f(u(j), λ)ajbkf(u

(j), λ)bjak dλ

+

∫ π

−π

∫ π

−π

(∫ ∞

−∞
ψ(j)(v, λ1)ψ(k)(v,−λ2) dv

)
γ̃ajakbjbk(u

(j);λ1, λ2,−λ2) dλ1 dλ2

)
,

where γ̃ is the fourth-order spectral density of the process.

Proof. First we show that var
(
ξT (u;ψ)ab − ξT (u;ψ

∗T )ab

)
→ 0, which, in

turn, shows that

ξT (u;ψ)ab − ξT (u;ψ
∗T )ab →P 0. (S2.35)

As in Remark S5, let βT = T−k for any k ≥ 1. Following this choice, we

have O(βT/bT ) = o(1). Note that

var
(
ξT (u;ψ)ab − ξT (u;ψ

∗T )ab

)
=TbT var

( 1

2πT

T∑
k=1

T−1∑
s=1−T

{
ψ̂T (u− uk,−s)− ψ̂∗T

T (u− uk,−s)
}
X

(a)
[k+1/2+s/2],TX

(b)
[k+1/2−s/2],T

)
≤b−1

T

(
sup
u

∞∑
s=−∞

|ψ̂(u,−s)− ψ̂∗T (u,−s)|
)2

≤Cb−1
T

∞∑
s=−∞

|exp(−s2β2
T/2)− 1|2

s2
,
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where the last inequality follows from (S2.31). Since |exp(−s2β2
T/2)− 1| ≤

min(1, s2β2
T/2), the order of the last term is O(βT/bT ) = o(1). Thus, (S2.35)

is shown.

Now, we only have to consider the finite distributions of ξT (u;ψ
∗T ).

However, from Remark S5, we find that the condition (S2.19) is satisfied

and thus the covariance matrix of ξT (u;ψ
∗T ) can be expressed in the form

of (S2.20). Therefore, the proof is completed.

Finally, remembering the matrix ϕ satisfies Assumption S1, we define

A ◦
T (u) and Ā ◦

T (u) as

A ◦
T (u) :=

1

T

T∑
k=1

∫ π

−π
ϕT (u− uk, λ)IT (uk, λ) dλ,

Ā ◦
T (u) :=

1

T

T∑
k=1

∫ π

−π
ϕT (u− uk, λ)f(uk, λ) dλ,

and let ζT (u) be

ζT (u) =
√
TbT Tr

(
A ◦
T (u)− Ā ◦

T (u)
)
. (S2.36)

Corollary S1. Suppose Assumptions 1, S1 and S2 hold. If bT = o(1) and

b−1
T = o

(
T (lnT )−6

)
, then it holds that

(
ζT (u

(1)), · · · , ζT (u(q))
)⊤ d−→ N

(
0, (Ṽjk)j,k=1,...q

)
, as T → ∞,
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where Ṽjk is given by

Ṽjk = 4πδ(u(j), u(k))

(∫ π

−π
Tr
(∫ ∞

−∞
f(u(j), λ)ϕ(v, λ)f(u(j), λ)ϕ(v, λ) dv

)
dλ

+
1

2

p∑
r,t,u,v=1

∫ π

−π

∫ π

−π

(∫ ∞

−∞
ϕrt(v, λ1)ϕuv(v, λ2)γ̃rtuv(u

(j);−λ1, λ2,−λ2) dv
)
dλ1 dλ2

)
,

(S2.37)

where γ̃ is the fourth-order spectral density of the process.

Proof. From the definition of ζT (u) in (S2.36), we see that ζ(u) is a linear

combination of the processes ξT (u) in (S2.14). With a similar computation

to the latter part in Lemma A.3.3. in Hosoya and Taniguchi (1982), we

obtain (S2.37).

S3 Proofs

In Section S3, we provide proofs of results in Section 3 in the paper.

S3.1 Proof of Theorem 1

Proof. From equations (3.17) and (3.19), we have

LT (θ, u)− L(θ, u) =
{
1

T

T∑
k=1

1

bT
K
(u− uk

bT

)
− 1
}∫ π

−π
ln det fθ(λ) dλ+ Tr

(
f(u, λ)f−1

θ (λ)
)
dλ

+
1

T

T∑
k=1

1

bT
K
(u− uk

bT

)∫ π

−π
Tr
{(

f(uk, λ)− f(u, λ)
)
f−1
θ (λ)

}
dλ
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+
1

T

T∑
k=1

1

bT
K
(u− uk

bT

)∫ π

−π
Tr
{(

IT (uk, λ)− f(uk, λ)
)
f−1
θ (λ)

}
dλ

=L1 + L2 + L3, (say).

SinceK is a function of bounded variation, applying Lemma P5.1 in Brillinger

(1981), it holds that

1

T

T∑
k=1

1

bT
K
(u− uk

bT

)
− 1 =

∫ 1

0

1

bT
K
(u− v

bT

)
dv − 1 +O(T−1)

=

∫ u
bT

u−1
bT

K(x) dx− 1 +O(T−1),

which implies that L1 = O(T−1), since the kernel K has a compact support.

Under Assumption 2 (i), f is of bounded variation, and again, applying

Lemma P5.1 in Brillinger (1981), we have

1

T

T∑
k=1

1

bT
K
(u− uk

bT

)(
f(uk, λ)− f(u, λ)

)
=

∫ 1

0

1

bT
K
(u− v

bT

)(
f(v, λ)− f(u, λ)

)
dv +O(T−1)

=

∫ u
bT

u−1
bT

K(x)
(
f(u− bTx, λ)− f(u, λ)

)
dx+O(T−1),

=

∫ u
bT

u−1
bT

K(x)

(
−bTx

∂

∂u
f(u, λ) + (bTx)

2 ∂
2

∂u2
f(u, λ) +O(b3T )

)
dx+O(T−1).

SinceK has a compact support and it is symmetric, we have
∫∞
−∞ xK(x) dx =

0, which implies that

L2 = O(b2T ) +O(T−1),
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as T → ∞. In summary, we have
√
TbTL1 → 0, and

√
TbTL2 → 0, since

bT = o(T−1/5). Finally, we apply Corollary S1 to L3 to show

√
TbT

(
LT (θ, u)− L(θ, u)

) d−→ N (0,VL(u)). (S3.38)

In fact, we only have to check Assumptions S1 and S2 for

ϕ(u, λ) = K(u)f−1
θ (λ), (S3.39)

or equivalently, ψ(u, λ) = K(u)f ijθ (λ) for i, j = 1, . . . , p, which is expressed

in the Einstein notation. From the definition (2.4) of the time-varying

spectral density matrix, f−1
θ (λ) is obviously Hermitian. Additionally, As-

sumption S1 (ii) is satisfied if both K and f−1
θ (λ) are bounded functions of

bounded variation, which follows Assumptions 2 (ii) and 3 (iii). Applying

Corollary S1 to (S3.39), we obtain (S3.38).

S3.2 Proof of Theorem 2

Proof. Note that we have

√
TbT

(
LT (θ, u)− L(θ, u)

) d−→ N (0,VL(u)).

The consequence (3.22) follows, if the following conditions are guaranteed

for the theorem, i.e.,

(i) both LT (θ, u) and L(θ, u) are convex in θ for each u and continuous

in u for each θ;
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(ii) θ0(u) is the unique minimizer of L(θ, u) for each u ∈ [0, 1]

According to (i), the convexity of LT (θ, u) and L(θ, u) in θ follows from

Assumption 3 (v-b). Especially, note that LT (θ, u) is a linear combination

of
∫ π
−π ln det fθ(λ) + Tr

(
IT (uk, λ)f

−1
θ (λ)

)
dλ with nonnegative coefficients,

which implies that LT (θ, u) is convex. The continuity of LT (θ, u) and

L(θ, u) in u follows from Assumption 2, i.e., the continuity of K and f(·, λ).

According to (ii), it is assumed in Assumption 3 (v-a). Since θ0(u) is the

unique minimizer and fθ(λ) is twice continuously differentiable with respect

to θ, again, (3.23) follows from Corollary S1.

S3.3 Proof of Theorem 3

Proof. For simplicity, denote

fZθ(u)(λ)11 := fθ(u)(λ)11 − 2πgθ(u)(λ)12

(
Σ̃θ(u),22

)−1

gθ(u)(λ)21.

Accordingly, GC(2→1)(u;θ) in (3.24) is simply

GC2→1(u;θ) =
1

2π

∫ π

−π
ln

|fθ(u)(λ)11|
|fZθ(u)(λ)11|

dλ.

Note that the domain of the integration is bounded, and under Assump-

tion 4, ln|fθ(u)(λ)11| is integrable in λ for u ∈ [0, 1], which implies that

ln|fZθ(u)(λ)11| is also integrable.

Now if we show fθ(u)(λ)11 and fZθ(u)(λ)11 are continuously differentiable
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with respect to θ, then applying the delta-method to (3.22) leads to the

conclusion. We summarize the parametric expressions used in the causality

measure. Suppose that gθ(u)(λ) admits the decomposition

gθ(u)(λ) =

gθ(u)(λ)11 gθ(u)(λ)12

gθ(u)(λ)21 gθ(u)(λ)22

 .
With an abuse of notation, under Assumption 4, fθ(u), defined on the unit

disk D in the complex plane, can be factorized as

fθ(u)(z) =
1

2π
Λθ(u)(z)Λθ(u)(z)

∗, z ∈ D. (S3.40)

Especially, as shown in Rozanov (1967), it holds that

Σθ(u) = Λθ(u)(0)Λθ(u)(0)
∗. (S3.41)

From Lemmas 2.2 and 2.3 in Hosoya (1991), we have

gθ(u)(λ)11 = fθ(u)(λ)11, gθ(u)(λ)12 = gθ(u)(λ)
∗
21, (S3.42)

gθ(u)(λ)21 =

[
−Σθ(u),21Σ

−1
θ(u),11 IM

]
Λθ(u)(0)Λθ(u)(e

iλ)−1

fθ(u)(λ)11

fθ(u)(λ)21

 ,

(S3.43)

and

gθ(u)(λ)22 =
1

2π
Σ̃θ(u),22 :=

1

2π

{
Σθ(u),22 − Σθ(u),21Σ

−1
θ(u),11Σθ(u),12

}
. (S3.44)

The continuous differentiability of fθ(u)(λ)11 with respect to θ directly

follows from that of fθ(u)(λ) under Assumption 3 (iv). Note that Σ̃θ(u),22
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is a continuous function of Σθ(u) from (S3.44). Using the expression for

Σθ(u) in (S3.41) and the relation in (S3.40), the continuous differentiability

of Σθ(u) with respect to θ follows from that of fθ(u)(λ). In addition, this

implies the continuous differentiability of gθ(u)(λ)21 from (S3.43), which in

turn implies the continuous differentiability of fZθ(u)(λ)11. This completes

the proof of Theorem 3.

S3.4 Proof of Theorem 4

Proof. By Theorem 6.8 of Magnus and Neudecker (2007), we have

GC(2→1)(u; θ̂T )−GC(2→1)(u;θ0) = ∇GC(2→1)(u;θ0)
⊤(θ̂T (u)− θ0(u)

)
+

1

2

(
θ̂T (u)− θ0(u)

)⊤H(u)
(
θ̂T (u)− θ0(u)

)
+ oP

((
θ̂T (u)− θ0(u)

)2)
.

Since ∇GC(2→1)(u;θ0) = 0 from (3.26), we have

TbT
(
GC(2→1)(u; θ̂T )−GC(2→1)(u;θ0)

)
=

1

2

√
TbT

(
θ̂T (u)− θ0(u)

)⊤H(u)
√
TbT

(
θ̂T (u)− θ0(u)

)
+ oP (1).

We arrived at the conclusion (3.29) by the continuous mapping theorem.

Finally, Theorems 5 and 6 are readily obtained by Theorem 4.
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