Abstract: This supplementary material contains the proofs of the two theorems.

1. Proofs of the Asymptotic Properties

In this appendix, we will sketch the proofs for the asymptotic properties of the proposed estimator $\hat{\theta}_n$. For the proof, we will mainly employ the empirical process theory and some nonparametric techniques. Let $l(\theta_n, O)$ denote the log-likelihood function based on a single observation $O = (\tilde{C}, \delta, \Delta, X)$. Define $Pf = \int f(y)dP$ and $P_n.f = n^{-1}\sum_{i=1}^{n}f(Y_i)$ to be the expectation of
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under the probability measure $P$ and the expectation of $f(Y)$ under the empirical measure $P_n$, respectively. Also let $K$ represent some universal positive constant that may vary from place to place.

**Proof the Theorem 1.**

We prove the consistency by using the idea in Theorem 5.7 of Van der Vaart (2000). Firstly, we need to show the condition $\lim_{n} \sup_{\theta_n \in \Theta_n} |P_n l(\theta_n, \mathcal{O}) - P l(\theta_n, \mathcal{O})| = o_p(1)$ is satisfied, we need to verify that $\mathcal{E}_1 = \{l(\theta_n, \mathcal{O}), \theta_n \in \Theta_n\}$ is a Euclidean class (Definition 2.7 in Pakes and Pollard (1989) for its envelope function $\max_{\theta_n \in \Theta_n} l(\theta_n | \mathcal{O})$). By (C2) and (C3) and Lemma 2.14 in Pakes and Pollard (1989), it is easy to see that class $\mathcal{E}_1$ is a Euclidean class. Hence, we have

$$\sup_{\theta_n \in \Theta_n} |P_n l(\theta_n, \mathcal{O}) - P l(\theta_n, \mathcal{O})| \to 0, a.s. \quad (A1)$$

Let $M(\theta_n, \mathcal{O}) = -l(\theta_n, \mathcal{O})$, define $K_\epsilon = \{\theta_n : d(\theta_n, \theta_0) \geq \epsilon, \theta_n \in \Theta_n\}$ and

$$\zeta_{1n} = \sup_{\theta_n \in \Theta_n} |P_n M(\theta_n, \mathcal{O}) - P M(\theta_n, \mathcal{O})|, \zeta_{2n} = P_n M(\theta_0, \mathcal{O}) - P M(\theta_0, \mathcal{O}).$$

Then,

$$\inf_{K_\epsilon} P M(\theta_n, \mathcal{O}) = \inf_{K_\epsilon} \{P M(\theta_n, \mathcal{O}) - P_n M(\theta_n, \mathcal{O}) + P_n M(\theta_n, \mathcal{O})\} \leq \zeta_{1n} + \inf_{K_\epsilon} P_n M(\theta_n, \mathcal{O}). \quad (A2)$$
If $\hat{\theta}_n \in K_\epsilon$, we have

$$\inf_{K_\epsilon} P_n M(\theta_n, O) = P_n M(\hat{\theta}_n, O) \leq P_n M(\theta_0, O) = \zeta_{2n} + PM(\theta_0, O). \quad (A3)$$

By (A2) and (A3), we have

$$\inf_{K_\epsilon} PM(\theta_n, O) \leq \zeta_1 n + \zeta_2 n + PM(\theta_0, O) = \zeta_n + PM(\theta_0, O)$$

with $\zeta_n = \zeta_1 n + \zeta_2 n$. By Condition (C4), adopting similar proofs of Theorem 2.1 in Chang et al. (2007) and applying inverse function theorem, we can show the identifiability of the model parameters. Thus, we have

$$\inf_{K_\epsilon} PM(\theta_n, O) - PM(\theta_0, O) = \delta_\epsilon > 0.$$ 

Then, we get $\zeta_n \geq \delta_\epsilon$ and this gives $\{\hat{\theta}_n \in K_\epsilon\} \subseteq \{\zeta_n \geq \delta_\epsilon\}$. By (A1) and the strong law of large numbers, we have both $\zeta_{1n} = o(1)$ and $\zeta_{2n} = o(1)$ almost surely. Therefore, $\bigcup_{k=1}^{\infty} \bigcap_{n=k}^{\infty} \{\hat{\theta}_n \in K_\epsilon\} \subseteq \bigcup_{k=1}^{\infty} \bigcap_{n=k}^{\infty} \{\zeta_n \geq \delta_\epsilon\}$, which proves that $d(\hat{\theta}_n, \theta_0) \to 0$ almost surely.

In the following, we will show the convergence rate of $\hat{\theta}_n$ by using Theorem 3.2.5 of Van der Vaart and Wellner (1996). For any $\epsilon > 0$, define $F_\epsilon = \{l(\theta_n, O) - l(\theta_{n0}, O) : \theta_n \in \Theta_n, d(\theta_n, \theta_{n0}) \leq \epsilon\}$ with $\theta_{n0} = (\beta_{10}, \beta_{20}, \eta_0, \Lambda_{1n0}, \Lambda_{20})$. Following the calculation in Shen and Wong (1994, p.597), we can establish that for $0 < \rho < \epsilon$, $\log N_{[\cdot]}(\rho, F_\epsilon, \| \cdot \|_2) \leq KN \log(\epsilon/\rho)$ with $N = K_n$, where $N_{[\cdot]}(\epsilon, F, d)$ denotes the bracketing number with respect to the metric or semi-metric $d$ of a function class $F$. Moreover, some
algebraic manipulations yield that \( \| l(\theta_n, O) - l(\theta_{n0}, O) \|^2 \leq K\epsilon^2 \) for any \( l(\theta_n, O) - l(\theta_{n0}, O) \in \mathcal{F}_\epsilon \). Under Conditions (C2) and (C3), it is easy to see that \( \mathcal{F}_\epsilon \) is uniformly bounded. Therefore, by Lemma 3.4.2 of Van der Vaart and Wellner (1996), we obtain

\[
E_P \left\| n^{1/2} (P_n - P) \right\|_{\mathcal{F}_\epsilon} \leq K J_\epsilon (\rho, \mathcal{F}_\epsilon, \| \cdot \|_2) \left\{ 1 + \frac{J_\epsilon (\rho, \mathcal{F}_\epsilon, \| \cdot \|_2)}{\epsilon^2 n^{1/2}} \right\},
\]

where \( J_\epsilon (\rho, \mathcal{F}_\epsilon, \| \cdot \|_2) = \int_0^\epsilon \left\{ 1 + \log N \left( \rho, \mathcal{F}_\epsilon, \| \cdot \|_2 \right) \right\}^{1/2} d\rho \leq \int_0^\epsilon \left\{ 1 + [KN \log(\epsilon/\rho)]^{1/2} \right\} d\rho \leq KN^{1/2}\epsilon \). This yields \( \phi_n(\epsilon) = K \left( N^{1/2}\epsilon + N/n^{1/2} \right) \). It is easy to see that \( \phi_n(\epsilon)/\epsilon \) is decreasing in \( \epsilon \), and \( r_n^2 \phi_n (1/r_n) = r_n N^{1/2} + r_n^2 N/n^{1/2} \leq 2n^{1/2} \), where \( r_n = N^{-1/2} n^{1/2} = n^{(1-v)/2}, 0 < v < 1/2 \). Thus, by applying Theorem 3.2.5 of Van der Vaart and Wellner (1996), we have \( n^{(1-v)/2} d(\hat{\theta}_n, \theta_{n0}) = \mathcal{O}_p(1) \). This together with \( d(\theta_{n0}, \theta_0) = \mathcal{O}_p(n^{-\kappa v}) \) using the results of Lemma A1 in Lu et al. (2007), and yields that \( d(\hat{\theta}_n, \theta_0) = \mathcal{O}_p \left( n^{-\left(1-v\right)/2} + n^{-\kappa v} \right) \), which completes the proof.

**Proof of Theorem 2.**

To prove Theorem 2, we need following notations. Let \( \delta_n = n^{-\left(1-v\right)/2} + n^{-\kappa v} \) denote the rate of convergence obtained in Theorem 1 and let \( V \) denote the linear span of \( \Theta - \theta_0 \), where \( \theta_0 \) denotes the true value of \( \theta \) and \( \Theta_0 \) denotes the true parameter space. Then for any \( \theta \in \{ \theta \in \Theta_0 : d(\theta, \theta_0) = \mathcal{O}(\delta_n) \} \), define the first order directional derivative of \( l(\theta, O) \) at the direction
Also define the Fisher inner product for $v, \tilde{v} \in V$ as $<v, \tilde{v}> = \int \dot{l}(\theta, O)[v] \dot{l}(\theta, O)[\tilde{v}] ds \bigg|_{s=0}$ and the Fisher norm for $v \in V$ as $\|v\|^2 = <v, v>$. Let $\mathcal{V}$ be the closed linear span of $V$ under the Fisher norm, then $(\mathcal{V}, \|\cdot\|)$ is a Hilbert space. Furthermore, for a vector of $(2p + 1)$-dimension $\alpha = (\alpha_1', \alpha_2', \alpha_3')$ with $\|\alpha\|_E \leq 1$ and any $v \in V$, define a smooth functional of $\theta$ as $h(\theta) = \alpha_1' \beta_1 + \alpha_2' \beta_2 + \alpha_3 \eta$ and

$$\hat{h}(\theta_0)[v] = \frac{dh(\theta_0 + sv)}{ds} \bigg|_{s=0}$$

whenever the right hand-side limit is well defined. Then by the Riesz representation theorem, there exists $v^* \in \bar{V}$ such that $\hat{h}(\theta_0)[v] = <v, v^*>$ for all $v \in \bar{V}$ and $\|v^*\|^2 = \|\hat{h}(\theta_0)\|^2 = \|\dot{l}(\theta_0, O)[v^*]\|^2$. Therefore, by Theorem 1 of [Shen (1997)], we obtain that

$$\alpha' \left( (\hat{\beta}_1 - \beta_{10})', (\hat{\beta}_2 - \beta_{20})', (\hat{\eta} - \eta_0) \right)' + \int_0^\tau c g(t) d\left( \hat{\lambda}_2(t) - \Lambda_{20}(t) \right) = \frac{1}{n} \sum_{i=1}^n \dot{l}(\theta_0, O_i)[v^*] + o_p(n^{-1/2}).$$

Furthermore, the asymptotic normality is guaranteed by the central limits theorem and we have

$$n^{1/2} \alpha' \left( (\hat{\beta}_1 - \beta_{10})', (\hat{\beta}_2 - \beta_{20})', (\hat{\eta} - \eta_0) \right)' + \int_0^\tau c g(t) d\left( \hat{\lambda}_2(t) - \Lambda_{20}(t) \right)$$
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\[ n^{-1/2} \sum_{i=1}^{n} \hat{L} (\theta_0, O_i) [v^*] + o_p(1) \overset{D}{\longrightarrow} N(0, \Sigma). \]

The semiparametric efficiency can be established by applying the result of Bickel and Kwon (2001) or Theorem 4 in Shen (1997). This completes the proof.
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