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S1 Monte Carlo Experiments

We investigate the finite sample performance of the proposed estimation procedure and the developed test using Monte Carlo simulations, where we compare the suggested estimation procedure to the traditional parametric modal regression without considering the error structure and the corresponding mean estimation. The bandwidth for the original parametric modal regression is chosen by the plug in method with the help of the asymptotically optimal bandwidth expression in Remark 4; see Ullah et al. (2021).

We simulate 200 datasets from each data generating process (DGP) with sample sizes of \( n = 200, 400, 600, \) or 1000. In order to evaluate the finite sample performance, we calculate the mean, the average of the estimated standard errors (\( SE \)) as well as the mean squared errors (\( MSE \)) for each estimator and average them across 200 simulations. We also compare
SE to the sample standard deviation of the estimators (SD).

**DGP 1** (fixed order) In this simulated example, we illustrate the finite sample performance of the proposed estimator with a known AR order. The data are generated from

\[ Y_t = \theta_1 X_{1,t} + \theta_2 X_{2,t} + \epsilon_t, \quad \text{(S1.1)} \]

where \( \theta_1 = 1 \), \( \theta_2 = 2 \), and \( X_t \) follows a multivariate normal distribution with two components that are independently standard normal distributed. The error term \( \epsilon_t \) adheres to an AR process of order \( d = 1 \) or \( d = 2 \)

\[ \epsilon_t = \sum_{j=1}^{d} \beta_j \epsilon_{t-j} + \eta_t, \quad \text{(S1.2)} \]

where \( \eta_t \) is produced from: (1) standard normal distribution \((N(0,1))\), (2) \( t \) distribution with degrees of freedom 3 \((t(3))\), (3) mixture Laplace distribution \((0.8L_p(0,1) + 0.2L_p(0,4))\), and (4) mixture normal distribution \((0.9N(0,1) + 0.1N(0,5))\), respectively. We focus on the case in which \( \beta_1 = 0.8 \) and \( \beta_2 = -0.5 \) to guarantee the stationarity assumption for the model of the error terms. Since the order of the AR process is assumed to be known in this example, we directly apply the kernel-based objection function (2.8) for estimating. We set the initial values of parameters in simulations based on mean and median estimates and find that the final estimation results do not differ significantly. For simplicity, the initial values for the coefficients are thus set to be mean estimates for all cases.
### Table S1: Results of Simulations—DGP 1

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>( \eta_t \sim N(0,1) )</th>
<th>( \eta_t \sim N(0,1) + 0.1N(0,5) )</th>
<th>( \eta_t \sim N(0,1) + 0.2N(0,4) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=200 )</td>
<td>( n=400 )</td>
<td>( n=600 )</td>
<td>( n=1000 )</td>
</tr>
<tr>
<td>( \theta_1 )</td>
<td>( \theta_2 )</td>
<td>( \theta_1 )</td>
<td>( \theta_2 )</td>
</tr>
<tr>
<td>( \text{SE} )</td>
<td>( \text{MSE} )</td>
<td>( \text{SE} )</td>
<td>( \text{MSE} )</td>
</tr>
<tr>
<td>( 1.2490 ) (0.4423)</td>
<td>( 0.2169 )</td>
<td>( 1.9577 ) (0.4649)</td>
<td>( 0.2169 )</td>
</tr>
<tr>
<td>( 1.0669 ) (0.3360)</td>
<td>( 0.1199 )</td>
<td>( 2.0345 ) (0.3812)</td>
<td>( 0.1458 )</td>
</tr>
<tr>
<td>( 1.0667 ) (0.3032)</td>
<td>( 0.0962 )</td>
<td>( 1.9853 ) (0.3395)</td>
<td>( 0.1149 )</td>
</tr>
<tr>
<td>( 1.0384 ) (0.2747)</td>
<td>( 0.0764 )</td>
<td>( 2.0081 ) (0.3246)</td>
<td>( 0.1049 )</td>
</tr>
</tbody>
</table>

\( \eta_t \sim N(0,1) \)  
\( \eta_t \sim N(0,1) + 0.1N(0,5) \)  
\( \eta_t \sim N(0,1) + 0.2N(0,4) \)
Figure S1: Ratio SE/SD of DGP 1

The simulation results are summarized in Table S1, showing that both traditional and proposed methods can reasonably estimate parameters (in terms of bias). This is expectable because the AR process has no effect on the values of the modal coefficients in this simulation case. For example, let
$\epsilon_t = \beta_1 \epsilon_{t-1} + \eta_t$. With ignoring the serial correlation, the modal regression line will be $\text{Mode}(Y_t \mid X_t) = X_t^T \theta + \text{Mode}(\epsilon_t \mid X_t)$ based on the current information induced by the event at time $t$. Taking into account the serial correlation, we can have $\text{Mode}(Y_t \mid F_{t-1}) = X_t^T \theta + \beta_1 \epsilon_{t-1}$ with the assumption that $\text{Mode}(\eta_t \mid F_{t-1}) = 0$ based on the information induced by all events before time $t$. Because mode does not have the additive property, it is difficult to guarantee that $\text{Mode}(\epsilon_t \mid X_t)$ and $\text{Mode}(\beta_1 \epsilon_{t-1} + \eta_t \mid X_t)$ will be the same. However, the value of $\theta$ is unaffected according to the model setting. Note that the estimates of unknown parameters become closer to the true values and the $SE$ and $MSE$ of each estimator in all settings decrease as the sample size $n$ increases, which agrees with the asymptotic results in Section 3. Furthermore, the results demonstrate that the developed estimator is more efficient (with smaller $SE$ and $MSE$) than the traditional modal regression estimator, especially for the AR(1) error process, where traditional modal regression estimators are slightly biased with small sample sizes. Finally, we compare $SE$ to $SD$ for the modal regression coefficients to check the accuracy of the estimated $SE$. We plot the ratio of $SE$ over $SD$ in Figure S1. The results indicate that the ratio is close to one and does not differ significantly between the compared two estimation methods. Thus, the proposed method performs reasonably well.
DGP 2 (order selection) In this simulation example, we present the finite sample performance of the developed estimation procedure with order selection. For each sampling scheme, the proposed estimation procedures without order selection and with SCAD penalty function are compared with regard to the efficiency improvement. In addition, we report the oracle result as a benchmark, where the true AR coefficients and order are known. The data are generated from the following parametric regression

\[ Y_t = \theta_1 X_{1,t} + \theta_2 X_{2,t} + \varepsilon_t, \quad (S1.3) \]

where \( \theta_1 = 2, \theta_2 = 3, \) and \( X_t \) follows a multivariate normal distribution with two components being independently standard normal distributed. The error process \( \varepsilon_t \) is an AR process of order \( d = 10 \) or \( d = 20 \)

\[ \varepsilon_t = \sum_{j=1}^{d} \beta_j \varepsilon_{t-j} + \eta_t, \quad (S1.4) \]

where \( \eta_t \) is set to be the same as in DGP 1 (four different distributions). Our goal is to inspect whether the suggested estimation procedure with order selection can specify the model correctly and enhance estimation efficiency. We thus concentrate on the case where \( \beta_1 = 0.5 \) and all other \( \beta_j \)'s are zero. According to the estimation procedure, we choose \( d = 25 \) as an upper bound for order in the first step estimation. For each simulation, an estimate whose absolute value is less than \( 10^{-4} \) is shrunk to 0, that is, the corresponding regression variables are removed.
The results are summarized in Table S2, where the $MSE$s for all parameters are reported. It can be observed that the finite sample performances of the estimation procedure with order selection are very close to those of the oracle cases, which is consistent with the theoretical results. Particularly, the proposed estimation procedure with order selection can specify AR order accurately for different error distributions and achieve a smaller $MSE$ than the procedure without order selection. This achievement is more prominent for moderate sample size, such as $n = 200$. With a large sample size, the gain for the developed method in terms of $MSE$ is not very big.
This is to be expected because all methods can estimate coefficients more precisely with the large sample size. Also, the difference between \( d=10 \) and \( d=20 \) is not remarkable. This implies that the proposed estimation procedure is not very sensitive to the assumption of the AR order provided that a variable selection for the AR error is conducted.

**Remark S1.** The developed two-step estimation procedure can be iterated to achieve better finite sample performance in practice. However, based on Monte Carlo simulation results, one iteration is enough to obtain the well finite sample performance.

**DGP 3 (AR test)** To demonstrate the good performance of the suggested test, we generate data from

\[
Y_t = \theta_1 X_{1,t} + \theta_2 X_{2,t} + \varepsilon_t, \tag{S1.5}
\]

where \( \theta_1 = 1 \), \( \theta_2 = 3 \), and \( X_t \) follows a multivariate normal distribution with two components being independently standard normal distributed. For the sake of simplicity, we assume that the error process \( \varepsilon_t \) is an AR process of order \( d = 1 \)

\[
\varepsilon_t = \beta_1 \varepsilon_{t-1} + \eta_t, \tag{S1.6}
\]

where \( \eta_t \) follows the same distribution shown in DGP 1 (four different distributions) and \( \beta_1 = \{0, 0.1, 0.2, \cdots, 0.9\} \). Thus, the limiting distribution of the proposed modal residual-based test under \( H_0 \) is the \( \chi^2 \) distribution with one degree of freedom. When \( \beta_1 = 0 \) (size performance), the specified
alternative hypothesis collapses into the null hypothesis, indicating the nonexistence of AR error structure; when $\beta_1$ is far from 0 (power performance), the existence of AR error structure is revealed. We adopt the bootstrap procedure illustrated in Remark 6 with 200 replications of the boot-
strap sampling and consider the significance levels $\alpha=0.1$, 0.05 and 0.01 to investigate the size and power of the developed test. Due to the computational cost, we only report the results for $n=200$ or 400 with fixed lag one used in the auxiliary regression.

The simulation results for the suggested test in terms of size (Type I error) and power are reported in Figure S2, which clearly demonstrates that the proposed test performs quite well for all considered error distributions. Particularly, when the null hypothesis is true, the size of the developed test is fairly close to the significance level, regardless of the choice of error distribution; as we move away from the null hypothesis, the power increases quickly. Furthermore, the power increases as the sample size increases and the curves exhibit similar patterns under different error variables. It is important to note that there is likely a considerable small sample effect that is dominating in the test, which necessitates a large sample size in order to achieve better power results using bootstrap.

One might curious on the effect of using different values for $d$ in the auxiliary regression. We then conduct the test with $d=4$. The results are shown in Table S3, from which we can conclude that the developed test has the desired invariance property with respect to the value of order in terms of size. The rejection frequency does not vary much with $d$. Nevertheless,
with a large value $d$, a large sample size is suggested to be utilized to avoid
the effect of a small number of degrees of freedom.

Table S3: Rejection Frequency (%) of the Test

<table>
<thead>
<tr>
<th>Order</th>
<th>$d = 1$</th>
<th>$d = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N(0,1)$</td>
<td>$t(3)$</td>
</tr>
<tr>
<td>$\alpha = 1%$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n=200$</td>
<td>3.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$n=400$</td>
<td>2.5</td>
<td>1.0</td>
</tr>
<tr>
<td>$\alpha = 5%$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n=200$</td>
<td>4.0</td>
<td>5.5</td>
</tr>
<tr>
<td>$n=400$</td>
<td>4.5</td>
<td>5.0</td>
</tr>
<tr>
<td>$\alpha = 10%$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n=200$</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>$n=400$</td>
<td>9.0</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Remark S2. (Wald-Type Test) Aside from the proposed test, it is natural to investigate the Wald test by directly examining the variability of the estimated coefficient $\tilde{\beta}$. According to the asymptotic results from Theorem 2, it is clear that under certain regularity conditions, $\|\tilde{\beta} - \beta_0\| = O_p(h_1^2 + (n_0 h_1^2)^{-1})$. With $n_0 h_1^2 \to 0$, it can be obtained that

$$\sqrt{n_0 h_1^2(\tilde{\beta} - \beta_0)} \xrightarrow{d} N(0, \Xi),$$

where $\Xi$ is the asymptotic variance. Following [Yao and Li (2014)] and [Ullah et al. (2021)] to consistently estimate the corresponding density derivatives, we can get the consistent estimate for the asymptotic variance matrix $\Xi$, which is defined as $\hat{\Xi}$. We then have

$$\sqrt{n_0 h_1^2\hat{\Xi}^{-1}(\tilde{\beta} - \beta_0)} \xrightarrow{d} N(0, I_d),$$

where $I_d$ is an identity matrix with dimension $d \times d$ and $\|\sqrt{n_0 h_1^2\Xi^{-1}(\tilde{\beta} - \beta_0)}\|$.
\[ \beta_0 \parallel \mathbf{X}^2 \overset{d}{\rightarrow} C_{d^2}. \] Based on this, we can verify the presence of an AR error structure by looking at the parameter \( \beta \). The similar modal-based bootstrap methodology in Remark 6 can be utilized to implement such a test. Note that both tests do not rely on the distributional assumptions of the errors.

**DGP 4 (compared with mean estimation)** To illustrate the advantage of the proposed modal estimation compared to the traditional mean estimation, we generate data according to the following model

\[
Y_t = 1 + \theta X_t + \varepsilon_t, \tag{S1.7}
\]

where the coefficient \( \theta = 1 \) and the covariate \( X_t \) follows a uniform distribution \( U[0, 1] \). The error term \( \varepsilon_t \) follows an AR(2) process, which is

\[
\varepsilon_t = 0.8\varepsilon_{t-1} - 0.5\varepsilon_{t-2} + \eta_t. \tag{S1.8}
\]

Different from the symmetric error in DGP 1, we let \( \eta_t \) follow a mixture normal distribution \( 0.5N(-1, 2.5^2) + 0.5N(1, 0.5^2) \) with \( E(\eta) = 0 \) and \( \text{Mode}(\eta) = 1 \). Therefore, the modal and mean coefficients in (S1.8) are different by a constant. For simplicity, the initial values for the coefficients are set to be mean estimates when conducting modal estimation.

The simulation results with 200 repetitions are shown in Table S4. With autocorrelation issue and i.i.d. \( \eta_t \), although the parameter estimates from mean and mode are the same (the intercept is different), it shows that the proposed modal estimators are more efficient with the finite sample size,
reflecting in smaller SE and MSE. This is expectable since modal estimation intends to capture the “most likely” value, which is also consistent with the results reported in empirical analysis in Section 5. Note that with the above model setting, the mean and modal coefficients only differ in constant. But practically, it is difficult to know whether error terms really rely on covariates. For instance, if \( \eta_t \) depends on covariate \( X_t \), we should expect that modal estimate is different from mean estimate when the error distribution is skewed. Then, modal regression can be used to supplement mean regression to uncover some distinguishing features of the data.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Mean ( \theta ) (SE)</th>
<th>MSE(( \theta ))</th>
<th>Traditional ( \theta ) (SE)</th>
<th>MSE(( \theta ))</th>
<th>Proposed ( \theta ) (SE)</th>
<th>MSE(( \theta ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=200 )</td>
<td>0.9904 (0.2458)</td>
<td>0.0602</td>
<td>0.9646 (0.4554)</td>
<td>0.2076</td>
<td>0.9909 (0.1982)</td>
<td>0.0392</td>
</tr>
<tr>
<td>( n=400 )</td>
<td>1.0079 (0.1771)</td>
<td>0.0313</td>
<td>1.0147 (0.3315)</td>
<td>0.1095</td>
<td>1.0141 (0.1439)</td>
<td>0.0208</td>
</tr>
<tr>
<td>( n=600 )</td>
<td>0.9718 (0.1379)</td>
<td>0.0197</td>
<td>0.9636 (0.2981)</td>
<td>0.0897</td>
<td>0.9894 (0.1188)</td>
<td>0.0141</td>
</tr>
<tr>
<td>( n=1000 )</td>
<td>1.0037 (0.1034)</td>
<td>0.0107</td>
<td>0.9904 (0.24611)</td>
<td>0.0603</td>
<td>1.0106 (0.0902)</td>
<td>0.0082</td>
</tr>
</tbody>
</table>

We then assess the prediction performance by comparing with the mean prediction and the prediction procedure suggested by the editor, i.e., conduct prediction by using the least squares method to estimate \( \theta \) and then using the residuals to estimate the mode of \( \eta \) (denoted as combined prediction in Table S5). We report the coverage probabilities of prediction intervals of length 0.1\( \sigma \), 0.2\( \sigma \), and 0.5\( \sigma \) with \( \sigma = \sqrt{Var(\eta)} \approx 2 \), respectively.
We follow the same DGP process as above but implement the out-of-sample prediction for the additional $n$ data points with 200 repetitions. The results reported in Table S5 indicate that the proposed modal regression provides higher coverage probabilities compared to mean regression and the combined prediction procedure suggested by the editor, which is consistent with the observations in [Ullah et al. (2021)]. Note that if we have the skewed distribution, it is expected that modal prediction should get better results compared to mean prediction, since modal prediction is trying to capture the “most likely” results (narrow prediction interval), while mean prediction is capturing average values (widen prediction interval). Similar prediction advantage has been observed in empirical analysis in Section 5.

Table S5: Results of Predictions—DGP 4

<table>
<thead>
<tr>
<th>Width</th>
<th>Sample</th>
<th>Mean Prediction</th>
<th>Proposed Modal Prediction</th>
<th>Combined Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1σ</td>
<td>n=200</td>
<td>0.03</td>
<td>0.075</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>n=400</td>
<td>0.035</td>
<td>0.085</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>n=600</td>
<td>0.03</td>
<td>0.07</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>n=1000</td>
<td>0.035</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>0.2σ</td>
<td>n=200</td>
<td>0.06</td>
<td>0.17</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>n=400</td>
<td>0.055</td>
<td>0.155</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>n=600</td>
<td>0.06</td>
<td>0.165</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>n=1000</td>
<td>0.065</td>
<td>0.15</td>
<td>0.1</td>
</tr>
<tr>
<td>0.5σ</td>
<td>n=200</td>
<td>0.25</td>
<td>0.33</td>
<td>0.295</td>
</tr>
<tr>
<td></td>
<td>n=400</td>
<td>0.26</td>
<td>0.36</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>n=600</td>
<td>0.28</td>
<td>0.39</td>
<td>0.325</td>
</tr>
<tr>
<td></td>
<td>n=1000</td>
<td>0.275</td>
<td>0.39</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Remark S3. (Modal Prediction Interval) We theoretically discuss how to construct asymmetric prediction intervals for new observations based on
S2. CONVERGENCE OF THE PENALIZED MEM ALGORITHM

the modal regression. For the simplicity of explanation, we assume that the error distribution of $\varepsilon$ is independent of $X$. Let $\hat{\varepsilon}_1, \cdots, \hat{\varepsilon}_n$ be the residuals of the modal regression estimate. We use $\hat{\varepsilon}_{[i]}$ to denote the $i$th smallest value of the residuals. The traditionally used mean prediction interval with confidence level $1 - \alpha$ for a new covariate $X_{new}$ is $[X_{new}\hat{\theta} + \hat{\varepsilon}_{[n_1]}, X_{new}\hat{\theta} + \hat{\varepsilon}_{[n_2]}]$, where $n_1 = \lfloor n\alpha/2 \rfloor$ and $n_2 = n - n_1$. This symmetric method will be ideal if the regression error distribution is symmetric. Since the modal regression focuses on the highest conditional density region, we propose the following method for modal regression to use the information of skewed error density to construct prediction intervals. Suppose $\hat{f}(\cdot)$ is a kernel density estimate of $\varepsilon$ based on the residuals $\hat{\varepsilon}_1, \cdots, \hat{\varepsilon}_n$. We find the indexes $k_1 < k_2$ such that

$$k_2 - k_1 = n_2 - n_1 = \lceil n(1 - \alpha) \rceil$$

and $\hat{f}(\hat{\varepsilon}_{[k_1]}) \approx \hat{f}(\hat{\varepsilon}_{[k_2]})$ (using the iterative process). The proposed modal prediction interval for a new covariate $X_{new}$ is then $[X_{new}\hat{\theta} + \hat{\varepsilon}_{[k_1]}, X_{new}\hat{\theta} + \hat{\varepsilon}_{[k_2]}]$.

S2 Convergence of the Penalized MEM Algorithm

We briefly discuss the convergence (a sufficiently small change in the parameters or the kernel-based objective function) of the proposed penalized MEM algorithm. From the existing results, we know that $Q_n(\hat{\theta}^{(g+1)}) \geq Q_n(\hat{\theta}^{(g)})$. However, this monotonicity may lead to unsatisfied results because the value
of the objective function could remain at the same value at any interaction.

Unlike the discussion in MEM Algorithm 1, we in what follows show that if we can have a set of stationary points in the space of parameters, then \( Q_{n_0}(\hat{\beta}_{(g+1)}) > Q_{n_0}(\hat{\beta}_{(g)}) \). Particularly, we follow the classical EM algorithm to define a stationary point of the function \( Q_{n_0}(\beta) \) as any point of \( \beta \) where the gradient vector is zero \( [1983 \text{ } \text{Lim and Oh } 2014] \). Let \( M(\beta) \) be the point-to-set map (a function from points to subsets) implicitly defined by the algorithm that goes from \( \hat{\beta}_{(g)} \) to \( \hat{\beta}_{(g+1)} \) for any point \( \hat{\beta}_{(g)} \). We have the following result.

**Lemma 1.** With an initial value \( \hat{\beta}^{(0)} \), let \( \hat{\beta}^{(g)} = M^g(\hat{\beta}^{(0)}) \) denote the corresponding mapping. If \( Q_{n_0}^P(\beta) = Q_{n_0}^P(M(\beta)) \) holds only for stationary points \( \beta \) of \( Q_{n_0}^P \) and if \( \hat{\beta}^* \) is a limit point of the sequence \( \{\hat{\beta}^{(g)}\} \) such that \( M(\beta) \) is continuous at \( \hat{\beta}^* \), then \( \hat{\beta}^* \) is a stationary point of \( Q_{n_0}^P(\beta) \).

**Proof.** Let \( \Theta_\beta \) denote the set of limit points of the sequence \( \{\hat{\beta}^{(g)}\} \). For any \( \hat{\beta}^* \in \Theta_\beta \), through the process of passing to a subsequence, we obtain \( \hat{\beta}^{(g_m)} \rightarrow \hat{\beta}^* \). Since the value of \( Q_{n_0}^P(\hat{\beta}^{(g_m)}) \) is increasing in the iteration indicator (a hill-climbing algorithm increasing if parameter is not a stationary point), the quantity will converge to a limit as \( m \rightarrow -\infty \). Thus, taking limits in the inequalities \( Q_{n_0}^P(\hat{\beta}^{(g_m+1)}) \geq Q_{n_0}^P(M(\hat{\beta}^{(g_m)})) \geq Q_{n_0}^P(\hat{\beta}^{(g_m)}) \) produces \( Q_{n_0}^P(\hat{\beta}^*) = Q_{n_0}^P(\lim_{m \rightarrow -\infty} M(\hat{\beta}^{(g_m)})) \) with the assumption that the limit
exists. If \( M(\beta) \) is continuous at \( \hat{\beta}^* \), we have \( Q_{n_0}^P(\hat{\beta}^*) = Q_{n_0}^P(M(\hat{\beta}^*)) \).

There is no general convergence theorem for the MEM algorithm because convergence depends on the starting point. Different from the Newton-Raphson algorithm, which requires calculating the inverse of the Hessian matrix and has quadratic convergence (\( |\hat{\beta}^{(g+1)} - \hat{\beta}^*| \leq C|\hat{\beta}^{(g)} - \hat{\beta}^*|^2 \) for \( C > 0 \)), the convergence of \( \{\hat{\beta}^{(g)}\} \) to a stationary point of \( Q_{n_0}^P(\beta) \) is only linear (\( |\hat{\beta}^{(g+1)} - \hat{\beta}^*| \leq C|\hat{\beta}^{(g)} - \hat{\beta}^*| \)).

**Lemma 2.** If the penalty function \( p_{\lambda_j}(\cdot) \) is differentiable, the proposed penalized MEM Algorithm 2 yields a sequence \( \{\hat{\beta}^{(g)}\} \) converging to at least the unique local maximum of \( Q_{n_0}^P(\beta) \).

Since we utilize the SCAD penalty in the objective function (Figure S3), the differentiability condition is satisfied. Thus, we can conclude that the proposed penalized MEM algorithm at convergence will achieve at least the local maximum of \( Q_{n_0}^P(\beta) \). If we impose the existence of the global unique mode, the sequence \( \{\hat{\beta}^{(g)}\} \) converges to the global maximum of \( Q_{n_0}^P(\beta) \).
S3  Extension to Nonparametric Regression

The developed two-step estimation procedure is heavily reliant on the assumption that the relationship between variables can be parametrically modeled. However, it is well known that for many practical econometric problems, parametric structure may be too restrictive to suffer from modeling biases or misspecification, and it is more attractive to adopt a flexible nonparametric form without any prior model structures; see Xiao et al. (2003) and Su and Ullah (2006). To the best of our knowledge, there is no research investigating nonparametric modal regression with correlated errors. Following the “letting the data speak for themselves” principle, we extend the results to nonparametric modal regression with error terms following a parametric AR process

\[ Y_t = m(X_t) + \varepsilon_t, \]  

(S3.9)

where \( X_t \in \mathbb{R} \) for avoiding the “curse of dimensionality” and \( m(\cdot) \) is an unknown smooth regression function.

Consistent with the parametric case, we remove the constraints imposed on the mean and variance of the model errors and are interested in estimating the modal regression line \( m(x) \) given \( X_t = x \). The errors follow the same AR structure as in (2.4). We concentrate on the AR process with little loss of generality because both moving average (MA) and ARMA processes can
be well approximated by an AR process provided that the latent roots of the MA polynomial lie inside the unit circle (Brockwell and Davis, 1991).

Following the same procedures proposed in the paper, we can estimate the nonparametric model based on an additive partially linear modal regression and show that the resultant estimator has similar asymptotic properties to the estimator of nonparametric modal regression with i.i.d. observations under some mild conditions. So far as we know, there is no research investigating additive partially linear modal regression in the literature. Since B-splines can be used to describe complex, non-linear relationships between response and explanatory variables, we novelly introduce a B-splines based procedure for estimating modal regression.

In conjunction with (2.4), we can have

$$\text{Mode}(Y_t \mid F_{t-1}) = m(X_t) + \sum_{j=1}^{d} \beta_j(Y_{t-j} - m(X_{t-j})).$$

(S3.10)

To model the unknown function $m(\cdot)$, we implement the B-splines technique. Let $s_1, \ldots, s_M$ be the $M$ interior knots with $s_0 < s_1 < \cdots < s_M < s_{M+1}$ and $s_{-(q-1)}, \ldots, s_{-1}$ and $s_{M+2}, \ldots, s_{M+q}$ be the $2(q-1)$ additional boundary knots such that $s_{-(q-1)} = \cdots = s_{-1} = s_0$ and $s_{M+1} = s_{M+2} = \cdots = s_{M+q}$, where $q$ is the order of B-splines (for quadratic B-splines, $q = 3$). We denote a set of basis functions as $\{B_{i,q}(\cdot)\}_{i=-(q-1)}^{M}$ and approximate $m(X_t) \approx \sum_{i=-(q-1)}^{M} a_i B_i(X_t)$, where
\( B_{i,q}(s) = \frac{s - s_i}{s_{i+q-1} - s_i} B_{i,q-1}(s) + \frac{s_{i+q} - s}{s_{i+q} - s_{i+1}} B_{i+1,q-1}(s), \quad (S3.11) \)

\( i = -(q - 1), \cdots, M, B_{i,1}(s) = 1 \) if \( s \in [s_j, s_{j+1}] \), and \( B_{i,1}(s) = 0 \) otherwise.

We then have the following regression model

\[
Y_t \approx \sum_{j=1}^{d} \beta_j Y_{t-j} + \sum_{i=-(q-1)}^{M} a_i \left[ B_{i,q}(X_t) - \sum_{j=1}^{d} \beta_j B_{i,q}(X_{t-j}) \right], \quad (S3.12)
\]

where the parameters are estimated by maximizing the following kernel-based objective function

\[
\frac{1}{nh_B} \sum_{t=1}^{n} K \left( \frac{Y_t - \sum_{j=1}^{d} \beta_j Y_{t-j} - \sum_{i=-(q-1)}^{M} a_i \left[ B_{i,q}(X_t) - \sum_{j=1}^{d} \beta_j B_{i,q}(X_{t-j}) \right]}{h_B} \right) \quad (S3.13)
\]

with respect to \( \beta_j \) and \( a_i \). It is noted that in B-spline smoothing, the interior knots are typically placed on a grid of equally spaced empirical quantiles.

Although (S3.13) can provide unbiased estimators, we may have efficiency loss due to the unknown order of AR error terms.

Denote the preliminary estimates from (S3.13) as \( \tilde{\beta}_j \) and \( \tilde{a}_i \). We can construct the corresponding estimate \( \hat{\varepsilon}_t \) as

\[
\hat{\varepsilon}_t = Y_t - \sum_{i=-(q-1)}^{M} \tilde{a}_i B_{i,q}(X_t). \quad (S3.14)
\]

Then, we can use a penalized kernel-based function associated with bandwidth \( h_C \) to reestimate \( \beta_j \), where the corresponding estimate is defined as \( \hat{\beta}_j^P \). In the last step, we recalculate \( a_i \) by maximizing
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\[
\frac{1}{nh_D} \sum_{t=1}^{n} K \left( \frac{Y_t^* - \sum_{i=-(q-1)}^{M} a_i B_i,q(X_i)}{h_D} \right), \quad \text{(S3.15)}
\]

where \( Y_t^* = Y_t - \sum_{j=1}^{d} \hat{\beta}_j \hat{\epsilon}_{t-j} \) and \( h_D = h_D(n) \to 0 \) as \( n \to \infty \) is a bandwidth. The resulting regression has a pseudo-residual term that is uncorrelated. The final estimate of \( m(\cdot) \) is \( \hat{m}(\cdot) = \sum_{i=-(q-1)}^{M} \hat{a}_i B_i,q(X_i) \), in which \( \hat{a}_i \) is the estimate from (S3.15). The asymptotic theorems can be derived directly following the procedures in this paper (i.e., using a smaller bandwidth in the previous stage to control the bias in the preliminary step of the estimation), where we can show that the resultant estimator has the oracle property as if the true variables were known in advance, and enjoys the nice asymptotic properties parallel to the independent error case. Note that the last step estimation can be considered as a post model selection estimation, which is to reduce the estimation bias resulting from simultaneous shrinkage towards both significant and non-significant AR coefficients.

Remark S4. For the linear mean regression with serial correlation, we can apply the standard generalized least squares to incorporate the error autocorrelation function to improve the efficiency of mean estimators. However, such a method may not be suitable for modal regression unless we impose a zero conditional mode value on error term and assume the additivity property for mode satisfied.
S4 Technical Proofs

S4.1 Proof of Theorem 1

Recall that

$$
\frac{1}{n_0 h_1} \sum_{t=d+1}^{n} K \left( \frac{Y_t - X_t^T \theta - \sum_{j=1}^{d} \tilde{\beta}_j Y_{t-j} + \sum_{j=1}^{d} \tilde{\beta}_j X_{t-j}^T \theta}{h_1} \right)
$$

$$= \frac{1}{n_0 h_1} \sum_{t=d+1}^{n} K \left( \frac{Y_t - X_t^T \theta - \sum_{j=1}^{d} \beta_{0j} Y_{t-j} + \sum_{j=1}^{d} \beta_{0j} X_{t-j}^T \theta + error_t}{h_1} \right),
$$

(S4.16)

where $error_t = \sum_{j=1}^{d} \beta_{0j} Y_{t-j} - \sum_{j=1}^{d} \tilde{\beta}_j Y_{t-j} + \sum_{j=1}^{d} \tilde{\beta}_j X_{t-j}^T \theta - \sum_{j=1}^{d} \beta_{0j} X_{t-j}^T \theta$.

Define $\delta_n = h_1^2 + \sqrt{(n_0 h_1^3)^{-1}}$. Then, it is sufficient to show that for any given $\eta$, there exists a large number constant $c$ such that

$$P \left\{ \sup_{||\mu||=c} Q_{n_0} (\theta_0 + \delta_n \mu) < Q_{n_0} (\theta_0) \right\} \geq 1 - \eta, \quad (S4.17)$$

where $\theta_0$ is the true parameter and $|| \cdot ||$ represents the Euclidean distance.

The above equation implies that with probability tending to one, there is a local maximum in the ball $\{ \theta_0 + \delta_n \mu : ||\mu|| \leq c \}$. Using the Taylor expansion, it follows that

$$Q_{n_0} (\theta_0 + \delta_n \mu) - Q_{n_0} (\theta_0)$$

$$= \frac{1}{n_0 h_1} \sum_{t=d+1}^{n} K \left( \frac{\eta_t - \delta_n \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j}) + error_t}{h_1} \right)$$

$$- \frac{1}{n_0 h_1} \sum_{t=d+1}^{n} K \left( \frac{\eta_t + error_t}{h_1} \right)$$

$$= \frac{1}{n_0 h_1} \sum_{t=d+1}^{n} \left[ - K^{(1)} \left( \frac{\eta_t + error_t}{h_1} \right) \left( \frac{\delta_n \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})}{h_1} \right) \right]$$
\[ 
+ \frac{1}{2} K^{(2)} \left( \frac{\eta_t + \text{error}_t}{h_1} \right) \left( \frac{\delta_n \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j)}{h_1} \right)^2 \\
- \frac{1}{6} K^{(3)} \left( \frac{\eta_t^*}{h_1} \right) \left( \frac{\delta_n \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j)}{h_1} \right)^3 ] 
\]

\[ (S4.18) \]

\[ = I_1 + I_2 + I_3, \]

where \( \eta_t^* \) is between \( \eta_t + \text{error}_t \) and \( \eta_t + \text{error}_t - \delta_n \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j) \).

Based on the result \( T_n = \mathbb{E}(T_n) + O_p(\sqrt{\text{Var}(T_n)}) \), we consider each part of the above Taylor expansion.

(i) For the first part, which is \( I_1 = \frac{1}{n \mu h_1} \sum_{t=d+1}^{n} \left[ - K^{(1)} \left( \frac{\eta_t + \text{error}_t}{h_1} \right) \left( \frac{\delta_n \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j)}{h_1} \right) \right] \), by Taylor expansion, we can rewrite it as

\[ \mathbb{E}(I_1) = \frac{-\delta_n E}{h_1} \left( K^{(1)} \left( \frac{\eta_t + \text{error}_t}{h_1} \right) \left( \frac{\mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j)}{h_1} \right) \right) \\
= \frac{-\delta_n E}{h_1} \left( K^{(1)} \left( \frac{\eta_t}{h_1} \right) \frac{\mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j)}{h_1} \right) \\
+ K^{(2)} \left( \frac{\eta_t}{h_1} \right) \frac{\text{error}_t \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j)}{h_1^2} \left( error_t \right)^2 \\
+ \frac{1}{2} K^{(3)} \left( \frac{\eta_t^*}{h_1} \right) \left( error_t \right)^2 \frac{\mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_t - j)}{h_1^3} \right) \\
\]

\[ (S4.19) \]

\[ = I_{11} + I_{12} + I_{13}, \]

where \( \eta_t^* \) is between \( \eta_t \) and \( \eta_t + \text{error}_t \). As the order of \( \eta_t^* \) is the same as that of \( \eta_t \), when we do the calculation associated with \( I_{13} \), we instead use \( \eta_t \) directly. By some direct calculations for each part, we can get
$I_{11} = -\delta_n h_1 E\left(K^{(1)} \left( \frac{\eta}{h_1} \right) \frac{\mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j})}{h_1} \right) = O_p(\delta_n c h_1^2). \quad (S4.20)$

$\begin{align*}
I_{12} &= -\delta_n h_1 E\left(K^{(2)} \left( \frac{\eta}{h_1} \right) \frac{\mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}) error_t}{h_1} \right) \\
&= -\delta_n \int K^{(2)} \left( \frac{\eta}{h_1} \right) \frac{\mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j})}{h_1} \frac{g_\eta(\eta error_t)}{h_1} d\eta dF(X) \\
&= -\delta_n \int K(\tau) (\tau^2 - 1) \mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}) g_\eta(\tau h_1) \frac{error_t}{h_1} d\tau dF(X) \\
&= O_p(\delta_n c h_1^2). \quad (S4.21)
\end{align*}$

With the condition that $\|\tilde{\beta} - \beta_0\|/h_1^2 \rightarrow 0$, it can be seen that $I_{11}$ dominates $I_{12}$ and $I_{13}$. Meanwhile, we obtain

$\frac{\delta^2}{h_1^2} E\left(K^{(1)} \left( \frac{\eta}{h_1} \right) \frac{\mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j})}{h_1} \right)^2 = O_p(\delta_n^2 c^2 h_1^{-1}). \quad (S4.22)$

These equations show that $I_1 = O_p(\delta_n c h_1^2) + O_p(\sqrt{\delta_n^2 c^2(n_0 h_1^3)^{-1}}) = O_p(\delta_n^2 c)$.

(ii) For the second part, which is $I_2 = \frac{1}{n_0 h_1} \sum_{i=1}^{n_0} \left( \frac{1}{2} K^{(2)} \left( \frac{\eta + error_t}{h_1} \right) \left( \frac{\delta_n \mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j})}{h_1} \right)^2 \right)$, we can rewrite it as

$\begin{align*}
E(I_2) &= \frac{\delta^2}{2h_1} \frac{\delta_n}{h_1} \frac{\delta_n}{h_1} E\left(K^{(2)} \left( \frac{\eta + error_t}{h_1} \right) \left( \frac{\mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j})}{h_1} \right)^2 \right) \\
&= \frac{\delta^2}{2h_1} \frac{\delta_n}{h_1} \frac{\delta_n}{h_1} E\left(K^{(2)} \left( \frac{\eta}{h_1} \right) \left( \frac{\mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j})}{h_1} \right)^2 \right) + K^{(3)} \left( \frac{\eta}{h_1} \right) \frac{error_t}{h_1} \left( \frac{\mu^T(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j})}{h_1} \right)^2
\end{align*}$
\[ + \frac{1}{2} K^{(4)} \left( \frac{\eta^{**}_t}{h_1} \right) \frac{\text{error}_t^2 (\mu^T (X_t - \sum_{j=1}^d \beta_{0j} X_{t-j}))^2}{h_1^4} = I_{21} + I_{22} + I_{23}, \]

(S4.23)

where \( \eta^{**}_t \) is between \( \eta_t \) and \( \eta_t + \text{error}_t \). Notice that as the order of \( \eta^{**}_t \) is the same as that of \( \eta_t \), when we do the calculation associated with \( I_{23} \), we instead use \( \eta_t \) directly. By some calculations for each part, we can get

\[ I_{21} = \frac{\delta_n^2}{2h_1} \mathbb{E} \left( K^{(2)} \left( \frac{\eta_t}{h_1} \right) \frac{(\mu^T (X_t - \sum_{j=1}^d \beta_{0j} X_{t-j}))^2}{h_1^2} \right) = O_p((\delta_n c)^2). \]

(S4.24)

\[ I_{22} = \frac{\delta_n^2}{2h_1} \mathbb{E} \left( K^{(3)} \left( \frac{\eta_t}{h_1} \right) \frac{\text{error}_t (\mu^T (X_t - \sum_{j=1}^d \beta_{0j} X_{t-j}))^2}{h_1^3} \right) = o_p((\delta_n c)^2). \]

(S4.25)

Meanwhile, we can prove that \( I_{23} = o_p((\delta_n c)^2) \) as well. Following the same steps in (i), we obtain the following result

\[ \delta_n^4 \mathbb{E} \left( K^{(2)} \left( \frac{\eta_t}{h_1} \right) \frac{(\mu^T (X_t - \sum_{j=1}^d \beta_{0j} X_{t-j}))^2}{h_1^2} \right)^2 = O_p((\delta_n c)^4 (h_1^5)^{-1}). \]

(S4.26)

With the condition \( n_0 h_1^5 \to \infty \) held, the above equations indicate that the second part will dominate the first part when we choose \( c \) big enough.

(iii) Following the same way, we can calculate the third part. As the order of \( \eta^{**}_t \) is the same as the order of \( \eta_t \), by direct calculation, we have

\[ \frac{\delta_n^3}{6h_1} \mathbb{E} \left( K^{(3)} \left( \frac{\eta_t}{h_1} \right) \frac{(\mu^T (X_t - \sum_{j=1}^d \beta_{0j} X_{t-j}))^3}{h_1^3} \right) = O_p(\delta_n^3). \]

(S4.27)
\[
\frac{\delta_n^6}{36h_1^2} \mathbb{E} \left( K^{(3)} \left( \frac{\eta}{h_1} \right) \left( \mu^T (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j}) \right)^3 \right)^2 = O_p(\delta_n^6(h_1^7)^{-1}).
\]

(S4.28)

These indicate that the second part dominates the third part.

Based on these, we can choose \( c \) bigger enough such that \( I_2 \) dominates both \( I_1 \) and \( I_3 \) with probability \( 1 - \eta \). Because the second term is negative, \[ P \left\{ \sup_{\|\mu\|=c} Q_{n_0}(\theta_0 + \delta_n \mu) < Q_{n_0}(\theta_0) \right\} + 1 - \eta \] holds naturally.

\[ \square \]

S4.2 Proof of Theorem 2

At first, the estimator \( \tilde{\theta} \) must satisfy

\[
- \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(1)} \left( \frac{\eta_t - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0) + \text{error}_{\tilde{\theta}}}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) = 0,
\]

where \( \text{error}_{\tilde{\theta}} = \sum_{j=1}^{d} \beta_{0j} Y_{t-j} - \sum_{j=1}^{d} \tilde{\beta}_{j} Y_{t-j} + \sum_{j=1}^{d} \tilde{\beta}_{j} X_{t-j}^T \tilde{\theta} - \sum_{j=1}^{d} \beta_{0j} X_{t-j}^T \tilde{\theta} \).

By taking Taylor expansion, we can obtain

\[
- \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(1)} \left( \frac{\eta_t}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) + \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(2)} \left( \frac{\eta_t}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right)
\]

\[
(\text{error}_{\tilde{\theta}} - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0))
\]
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\[- \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(1)} \left( \frac{n_t}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \]

\[+ \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(2)} \left( \frac{n_t}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \]

\[(\text{error} \tilde{\theta}_t - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0)) \tag{S4.30} \]

\[- \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(3)} \left( \frac{n_t}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \]

\[(\text{error} \tilde{\theta}_t - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0))^2 = 0, \]

where \( \tilde{n}_t^* \) is between \( n_t \) and \( n_t + \text{error} \tilde{\theta}_t - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0) \).

Assuming \( \| \tilde{\beta} - \beta_0 \| / h_1^2 \to 0 \), from Theorem 1, we know \( \| \tilde{\theta} - \theta_0 \| = O_p(\delta_n) \), which indicates that \( |\text{error} \tilde{\theta}_t - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0)| = O_p(\| \tilde{\theta} - \theta_0 \|) = O_p(\delta_n) \). We can see that the third part, which is associated with \( (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})(\text{error} \tilde{\theta}_t - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0))^2 \), is dominated by the second part, which is associated with \( (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})(\text{error} \tilde{\theta}_t - (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T (\tilde{\theta} - \theta_0)) \). We then mainly focus on the first two parts of the left side of the above equation.

Considering \(- \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(1)} \left( \frac{n_t}{h_1} \right) (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j}) + \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(2)} \left( \frac{n_t}{h_1} \right) (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j}) \text{error} \tilde{\theta}_t \), by direct calculations, we can obtain

\[ \mathbb{E} \left( - \frac{1}{n_0 h_1^2} \sum_{t=d+1}^{n} K^{(1)} \left( \frac{n_t}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \right) \]
\[ + \frac{1}{n_0 h_1^3} \sum_{t=d+1}^{n} K^{(2)} \left( \frac{\eta}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \text{error}_t^\theta \]

\[ = - \frac{1}{h_1^2} \int \int K^{(1)} \left( \frac{\eta}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) g_\eta(\eta)d\eta dF(X) \]

\[ + \frac{1}{h_1^2} \int \int K^{(2)} \left( \frac{\eta}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) g_\eta(\eta) \text{error}_t^\theta d\eta dF(X) \]

\[ = \frac{1}{h_1} \int \int K(\tau) \tau \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) g_\eta(\tau h_1)d\tau dF(X) \]

\[ - \frac{1}{h_1^2} \int \int K(\tau) (\tau^2 - 1) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) g_\eta(\tau h_1) \text{error}_t^\theta d\tau dF(X) \]

\[ = \frac{h_1^2}{2} \mathbb{E} \left( \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) g_\eta^{(3)}(0) \right) \{1 + o_p(1) \}. \]

(S4.31)

Considering \( \frac{1}{n_0 h_1^3} \sum_{t=d+1}^{n} K^{(2)} \left( \frac{\eta}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) (X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j})^T \),

by direct calculations, we have

\[ \mathbb{E} \left( \frac{1}{n_0 h_1^3} \sum_{t=d+1}^{n} K^{(2)} \left( \frac{\eta}{h_1} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right)^T \right) \]

\[ = \mathbb{E} \left( \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right)^T g_\eta^{(2)}(0) \right). \]

(S4.32)

Based on the above two equations, we can achieve

\[ \hat{\theta} - \theta_0 = \frac{h_1^2}{2} \mathbb{E} \left( \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right) \left( X_t - \sum_{j=1}^{d} \beta_{0j} X_{t-j} \right)^T g_\eta^{(2)}(0) \right)^{-1} \]
\[\mathbb{E}\left(\left(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}\right)g_\eta^{(3)}(0)\right)\{1 + o_p(1)\}.\quad (S4.33)\]

Meanwhile, with the condition \(\|\tilde{\beta} - \beta_0\|/h_1^2 \to 0\) held, we can obtain

\[
\begin{align*}
\text{Var} & \left( -\frac{1}{n_0h_1^2} \sum_{t=d+1}^{n} K^{(1)} \left(\frac{\eta}{h_1}\right) \left(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}\right) \right) \\
& + \frac{1}{n_0h_1^3} \sum_{t=d+1}^{n} K^{(2)} \left(\frac{\eta}{h_1}\right) \left(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}\right) \text{error}_t \\
& = \frac{1}{n_0h_1^4} \int \int K^{(1)2} \left(\frac{\eta}{h_1}\right) \left(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}\right) \left(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}\right)^T g_\eta(\eta) \\
& d\eta dF(X)(1 + o_p(1)) \\
& = \frac{\int \tau^2 K^2(\tau) d\tau}{n_0h_1^4} \mathbb{E} \left( \left(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}\right) \left(X_t - \sum_{j=1}^{d} \beta_{0j}X_{t-j}\right)^T g_\eta(0) \right) \\
& \quad (1 + o_p(1)).
\end{align*}
\] (S4.34)

For the remaining part, we can follow the same idea in [Yao and Li (2014)]

and [Ullah et al. (2021, 2022a,b)] to easily obtain the results.

\[\square\]

### S4.3 Proof of Theorem 3

Following the steps to prove Theorem 1, we define \(\delta_n = h_2^2 + \sqrt{(n_0h_2^3)^{-1} + a_n}\).

Then, it is sufficient to show that for any given \(\eta\), there exists a large number
constant $c$ such that

$$P \left\{ \sup_{\|\mu\|=c} Q^P_{n_0}(\beta_0 + \delta_n\mu) - Q^P_{n_0}(\beta_0) \right\} \geq 1 - \eta. \quad (S4.35)$$

Using $p_{\lambda_j}(0) = 0$ and Taylor expansion, it follows that

$$Q^P_{n_0}(\beta_0 + \delta_n\mu) - Q^P_{n_0}(\beta_0) = \sum_{j=1}^{d} \left[ p_{\lambda_j}(|\beta_{0j}| + \delta_n\mu_j) - p_{\lambda_j}(|\beta_{0j}|) \right]$$

$$= \delta_n Q^{P(1)}_{n_0}(\beta_0)^T \mu + \frac{1}{2} \delta_n^2 \mu^T Q^{P(2)}_{n_0}(\beta_0)^T \mu + \frac{1}{6} \delta_n^3 \mu^T Q^{P(3)}_{n_0}(\beta_0)^T \mu \mu^T$$

$$- \sum_{j=1}^{s} \left[ \delta_n p_{\lambda_j}^{(1)}(|\beta_{0j}|) \text{sgn}(\beta_{0j}) \mu_j + \delta_n^2 p_{\lambda_j}^{(2)}(|\beta_{0j}|) \mu_j^2 \{1 + o_p(1)\} \right]$$

$$= M_1 + M_2 + M_3 + M_4,$$

where $\|\beta^*_0 - \beta_0\| \leq c\delta_n$. From the Proof of Theorem 1, we know

$$M_1 = O_p(\delta_n^2 c), \quad M_2 = O_p(\delta_n^2 c^2), \quad \text{and} \quad M_3 = O_p(\delta_n^2). \quad (S4.37)$$

By choosing bigger enough $c$, $M_2$ could domain $M_1$ and $M_3$ with probability $1 - \eta$. Note that $M_4$ is bounded by

$$\sqrt{s\delta_n} \max \left\{ p_{\lambda_j}^{(1)}(|\beta_{0j}|) : \beta_{0j} \neq 0 \right\} \|\mu\| + \delta_n^2 \max \left\{ p_{\lambda_j}^{(2)}(|\beta_{0j}|) : \beta_{0j} \neq 0 \right\} \|\mu\|^2,$$

$$= M_1 + M_2 + M_3 + M_4,$$

which is also dominated by $M_2$ as $\max \left\{ p_{\lambda_j}^{(2)}(|\beta_{0j}|) : \beta_{0j} \neq 0 \right\} \to 0$. Because $Q^{P(2)}_{n_0}(\beta_0) < 0$, we have $Q^P_{n_0}(\beta_0 + \delta_n\mu) - Q^P_{n_0}(\beta_0)$ with probability $1 - \eta$ for $\eta > 0$ by choosing a sufficiently large $c$. 

\[\square\]
S4.4 Proof of Theorem 4

By the property of SCAD penalty function, as \( \lambda_{\text{max}} \to 0 \), it can be shown that \( a_n = 0 \) for large \( n_0 \). Then, according to Theorem 3, it is sufficient to show that for any \( \beta^P \) that satisfies \( \| \beta^P - \beta_0 \| = O_p(\delta_n) \) and for some small \( \epsilon = c\delta_n \) in which \( \delta_n = h_2^2 + \sqrt{(n_0 h_2^2)^{-1}} \), when \( n_0 \to \infty \), with probability tending to one, we have

\[
\frac{\partial Q_{n_0}^P(\beta)}{\partial \beta_j^P} < 0, \quad \text{for } 0 < \beta_j^P < \epsilon, \ j = s + 1, \ldots, d, \tag{S4.39}
\]

\[
\frac{\partial Q_{n_0}^P(\beta)}{\partial \beta_j^P} > 0, \quad \text{for } -\epsilon < \beta_j^P < 0, \ j = s + 1, \ldots, d, \tag{S4.40}
\]

which indicates that the maximizer of \( Q_{n_0}^P(\beta) \) gets at \( \beta_j^P = 0 \).

Similar to the Proof of Theorem 3, as \( Q_{n_0}^{P(1)}(\beta_0) = O_p(\delta_n) \) and \( \| \beta^P - \beta_0 \| = O_p(\delta_n) \), we can obtain

\[
n_0 Q_{n_0}^{P(1)}(\beta_0) - n_0 P_{\lambda_j}^{(1)}(|\beta_j^P|) \operatorname{sgn} \beta_j^P
\]

\[
= n_0 Q_{n_0}^{P(1)}(\beta_0) + n_0 Q_{n_0}^{P(2)}(\beta_0)(\beta_{0j} - \beta_j^P) + \frac{n_0}{2} Q_{n_0}^{P(3)}(\beta_0^*)(\beta_{0j} - \beta_j^P)^2
\]

\[
- n_0 P_{\lambda_j}^{(1)}(|\beta_j^P|) \operatorname{sgn} \beta_j^P
\]

\[
= -n_0 \lambda_j \left\{ \lambda_j^{-1} p_{\lambda_j}^{(1)}(|\beta_j^P|) \operatorname{sgn} \beta_j^P + O_p(\delta_n / \lambda_j) \right\}, \tag{S4.41}
\]

where \( \beta_0^* \) is between \( \beta \) and \( \beta_0 \). As \( \delta_n^{-1} \lambda_j \geq \delta_n^{-1} \lambda_{\min} \to \infty \) when \( n_0 \to \infty \) and \( \lim \inf_{n_0 \to 0} \lim \inf_{\beta_j^P \to 0} p_{\lambda_j}^{(1)}(|\beta_j^P|) / \lambda_j > 0 \), the sign of the derivation is completely determined by that of \( \beta_j^P \). This completes the proof. \( \square \)
S4.5 Proof of Theorem 5

From the Proof of Theorem 4, we can know that for \( j = 1, \cdots, s \), we have

\[
Q_{n_0}^{P(1)}(\hat{\beta}_{0'}) - P_{\lambda_j}^{(1)}(\hat{\beta}_{0'}) \sgn \hat{\beta}_{0'}
= Q_{n_0}^{P(1)}(\beta_{0'}) + Q_{n_0}^{P(2)}(\beta_{0'} - \hat{\beta}_{0'}) + \frac{1}{2} Q_{n_0}^{P(3)}(\beta_{0'}^*)(\beta_{0'} - \hat{\beta}_{0'})^2
- \{ P_{\lambda_j}^{(1)}(\beta_{0'}) \sgn \beta_{0'} + (P_{\lambda_j}^{(2)}(\beta_{0'})) + o_p(1))(\hat{\beta}_{0'} - \beta_{0'}) \}.
\]

Combining the equations, we have

\[
Q_{n_0}^{P(1)}(\beta_{0'}) + Q_{n_0}^{P(2)}(\beta_{0'} - \hat{\beta}_{0'}) + \frac{1}{2} Q_{n_0}^{P(3)}(\beta_{0'}^*)(\beta_{0'} - \hat{\beta}_{0'})^2
- \{ \Psi + (\Phi + o_p(1))(\hat{\beta}_{0'} - \beta_{0'}) \} = 0.
\]

From Theorem 4, following by Slutskys theorem and the central limit theorem, we know

\[
\frac{h^2}{2} M_{(1)} - J_{(1)}(\hat{\beta}_{0'} - \beta_{0'}) - \{ \Psi + (\Phi + o_p(1))(\hat{\beta}_{0'} - \beta_{0'}) \} = 0,
\]

and the asymptotic distribution

\[
\sqrt{n} h^3 J_{(1)} + \Phi \lambda \left( \frac{\hat{\beta}_{0'} - \beta_{0'}}{J_{(1)} + \Phi} \right) \rightarrow \mathcal{N} \left( 0, \frac{g_q(0)}{g_q^2(0)} \int t^2 K^2(t) dt J_{(1)}^{-1} \right),
\]

where \( J_{(1)} \) and \( M_{(1)} \) are the submatrices of \( J_{\beta} \) and \( M_{\beta} \).
S4.6 Proof of Theorem 6

Recall that

\[ Q_{n_0}(\theta) = \frac{1}{n_0 h_3} \sum_{t=d+1}^{n} K \left( \frac{Y_t - \dot{e}_t^T \hat{\beta} - X_t^T \theta}{h_3} \right) \]

\[ = \frac{1}{n_0 h_3} \sum_{t=d+1}^{n} K \left( \frac{Y_t - e^T \beta - X_t^T \theta + e^T \beta - \dot{e}_t^T \beta - \ddot{e}_t^T \beta}{h_3} \right), \]

(S4.46)

where \( e^T \beta - \dot{e}_t^T \beta + \ddot{e}_t^T \beta = O_p \left( (n_0 h_3^3)^{-1/2} + h_3^2 \right) \) when \( \beta = \beta_0 \). Define \( \delta_n = h_3^2 + \sqrt{(n_0 h_3^3)^{-1}} \). Then, it is sufficient to show that for any given \( \eta \), there exists a large number constant \( c \) such that

\[ P \left\{ \sup_{\|\mu\|=c} Q_{n_0} (\theta_0 + \delta_n \mu) < Q_{n_0} (\theta_0) \right\} \geq 1 - \eta. \]  

(S4.47)

Following the same steps as the Proof of Theorem 1, with assumption \( h_2/h_3 \to 0 \), we can show \( \|\hat{\theta} - \theta_0\| \leq \delta_n \).

\[ \square \]

S4.7 Proof of Theorem 7

Recall that if \( \hat{\theta} \) is the optimal estimator, it will satisfy the following equation

\[ Q_{n_0}(\theta) = -\frac{1}{n_0 h_3^2} \sum_{t=d+1}^{n} K \left( \frac{Y_t - \dot{e}_t^T \hat{\beta} - X_t^T \hat{\theta}}{h_3} \right) X_t = -\frac{1}{n_0 h_3^2} \]

\[ \sum_{t=d+1}^{n} K \left( \frac{Y_t - e^T \beta - X_t^T \theta + X_t^T \hat{\theta} + e^T \beta - \dot{e}_t^T \beta + \ddot{e}_t^T \beta}{h_3} \right) = 0 \]

(S4.48)
when $\theta = \theta_0$ and $\beta = \beta_0$. By taking Taylor expansion, we can obtain

$$-rac{1}{n_0 h_3^2} \sum_{t=d+1}^{n} K^{(1)} \left( \frac{\eta_t}{h_3} \right) X_t + \frac{1}{n_0 h_3^2} \sum_{t=d+1}^{n} K^{(2)} \left( \frac{\eta_t}{h_3} \right) X_t$$

$$X^T_t \theta - X^T_t \hat{\theta} + e^T \beta - \hat{\beta}^T \beta + \hat{\beta}^T \hat{\beta}$$

$$- \frac{1}{n_0 h_3^4} \sum_{t=d+1}^{n} K^{(3)} \left( \frac{\tilde{\eta}_t}{h_3} \right) X_t (X^T_t \theta - X^T_t \hat{\theta} + e^T \beta - \hat{\beta}^T \beta + \hat{\beta}^T \hat{\beta})^2 = 0,$$

(S4.49)

where $\tilde{\eta}_t$ is between $\eta_t$ and $\eta_t + X^T_t \theta - X^T_t \hat{\theta} + e^T \beta - \hat{\beta}^T \beta + \hat{\beta}^T \hat{\beta} - e^T \hat{\beta}$.

It can be shown that the third term on the left-hand side of the above equation is dominated by the second term. With the assumption $h_2/h_3 \to 0$, we can then follow the same proof steps as those of Proof of Theorem 2 to achieve the results.

\[\Box\]
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