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Supplementary Material

The supplementary material is organized as follows. In Section S1, we provide the proof of Theorem ??, in Section S2, we prove the relationship (2.2) in Section 2 in the main text. We prove Theorem ?? in Section S3. The proofs of Theorem ??, ??, ?? and ?? are provided in Section S4, S5, S6 and S7, respectively. Proof of Theorem ?? is similar to that of Theorem ?? and hence is omitted. Section S8 contains further simulation results on the performance of the confidence intervals when the proposed lower bounds are attained.

S1 Proof of Theorem 1

\begin{proof}
\textit{Proof.} Note that

\begin{equation}
\phi^2(\tau) = \sum_{i=1}^{K} \pi_k \frac{1}{N_k} \sum_{w_i = \xi_k} (y_{1i} - y_{0i})^2 - \mu^2(\tau),
\end{equation}

\end{proof}
where \( N_k = N \pi_k \). Letting \( a_k(s) = F_{1|k}^{-1}(s/N_k) \) and \( b_k(s) = F_{0|k}^{-1}(s/N_k) \) for \( k = 1, \ldots, K \) and \( s = 1, \ldots, N_k \), then we have

\[
\frac{1}{N_k} \sum_{w_i = \xi_k} (y_{1i} - y_{0i})^2 = \frac{1}{N_k} \sum_{i=1}^{N_k} a_k(i)^2 + \frac{1}{N_k} \sum_{i=1}^{N_k} b_k(i)^2 - 2 \frac{N_k}{N_k} \sum_{i=1}^{N_k} a_k(i)b_k(\Pi_k(i))
\]

where \( \Pi_k \) is a permutation on \( \{1, \ldots, N_k\} \). By the rearrangement inequality, we have

\[
\sum_{i=1}^{N_k} a_k(i)b_k(N_k - k + 1) \leq \sum_{i=1}^{N_k} a_k(i)b_k(\Pi_k(i)) \leq \sum_{i=1}^{N_k} a_k(i)b_k(i).
\]

Thus

\[
\int_0^1 (F_{1|k}^{-1}(u) - F_{0|k}^{-1}(u))^2 du = \frac{1}{N_k} \sum_{i=1}^{N_k} (a_k(i) - b_k(i))^2 \leq \frac{1}{N_k} \sum_{w_i = \xi_k} (y_{1i} - y_{0i})^2 \leq \frac{1}{N_k} \sum_{i=1}^{N_k} (a_k(i) - b_k(N_k + 1 - i))^2 = \int_0^1 (F_{1|k}^{-1}(u) - F_{0|k}^{-1}(1 - u))^2 du
\]

This proves the bound in Theorem ??.

Next, we prove the sharpness of the bound. Let \( U = \{ U^* = (y^*_1, y^*_0, w^*) : P(w^* = \xi_k) = \pi_k \text{ and } P(y^*_t \leq y \mid w^* = \xi_k) = F_{t|k}(y) \text{ for } t = 0, 1 \text{ and } k = 1, \ldots, K \} \) be the set of all populations whose covariate distribution and distributions of each potential outcome conditional on the covariate are all identical to those of \( U \). We first prove that the established bound can be attained by some population among \( U \).

For \( k = 1, \ldots, K \), let \( i_{k(1)} < \cdots < i_{k(N_k)} \) be the indices in \( I_k = \{ i : w_i = \xi_k \} \) in increasing order. Define the population \( U^L \) consisting of \( N \) units with
two potential outcomes $y_{i1}^k$ and $y_{0i}^k$ and a vector of covariates $w_{i1}^k$ associated with unit $i$ for $i = 1, \ldots, N$. Let $y_{i1k(j)}^k = a_k(j)$, $y_{0i1k(j)}^k = b_k(j)$ and $w_{i1k(j)}^k = \xi_k$ for $k = 1, \ldots, K$ and $j = 1, \ldots, N_k$. Let $\tau_{i1}^k = y_{i1}^k - y_{0i}^k$ for $i = 1, \ldots, N$.

Then $P(y_{i1}^k \leq y \mid w^k = \xi_k) = F_{11k}(y)$ and $P(w^k = \xi_k) = \pi_k$ for $t = 0, 1, k = 1, \ldots, K$ and $y \in \mathbb{R}$ and $1/N_k \sum_{i \in I_k} (y_{i1}^k - y_{0i}^k)^2 = 1/N_k \sum_{j=1}^{N_k} (a_k(j) - b_k(j))^2 = \int_0^1 (F_{11k}^{-1}(u) - F_{01k}^{-1}(u))^2 du$ for $k = 1, \ldots, K$. Thus $\phi^2(\tau^k) = \phi_L^2$, which attains the lower bound for $\phi^2(\tau)$.

Define $U^H$ similarly with $y_{11k(j)}^H = a_k(j)$, $y_{1i1k(j)}^H = b_k(N_k + 1 - j)$ and $w_{i1k(j)}^H = \xi_k$ for $k = 1, \ldots, K$ and $j = 1, \ldots, N_k$. Let $\tau_{i1}^H = y_{i1}^H - y_{0i}^H$, then $P(y_{i1}^H \leq y \mid w^H = \xi_k) = F_{11k}(y)$ and $P(w^H = \xi_k) = \pi_k$ for $t = 0, 1, k = 1, \ldots, K$ and $y \in \mathbb{R}$. Moreover, $1/N_k \sum_{i \in I_k} (y_{i1}^H - y_{0i}^H)^2 = 1/N_k \sum_{j=1}^{N_k} (a_k(j) - b_k(N_k + 1 - j))^2 = \int_0^1 (F_{11k}^{-1}(u) - F_{01k}^{-1}(1 - u))^2 du$ for $k = 1, \ldots, K$. Thus $\phi^2(\tau^H) = \phi_H^2$, which attains the upper bound for $\phi^2(\tau)$.

Next, we show the sharpness of the bound. We show the result for the lower bound, i.e., $\phi_L^2$ is no smaller than any bound in $B_L$, and the result for the upper bound follows similarly. For any bound $b_L$ in $B_L$, we have $b_L = f(\pi_1, \ldots, \pi_K, F_{01i}, \ldots, F_{01K}, F_{11i}, \ldots, F_{11K})$ for some functional $f$ according to the definition of $B_L$. For any $U^*$ in $U$, define $\pi_{k}^* = P(w^* = \xi_k)$ and $F_{11k}^*(y) = P(y_{i1}^* \leq y \mid w = \xi_k)$ for $t = 0, 1$ and $k = 1, \ldots, K$. Let $\tau^* = (y_{11i}^* - y_{01i}^*, \ldots, y_{11N}^* - y_{01N}^*)$. By the applying the bound to the population
Because $U^* \in U$, it holds that $\pi_k^* = \pi_k$ and $F_{t|k}^*(y) = F_{t|k}(y)$ for $t = 0, 1$. Thus (S1.1) implies that

$$b_L = f(\pi_1, \ldots, \pi_K, F_{0|1}, \ldots, F_{0|K}, F_{1|1}, \ldots, F_{1|K})$$

$$= f(\pi_1^*, \ldots, \pi_K^*, F_{0|1}, \ldots, F_{0|K}, F_{1|1}, \ldots, F_{1|K}) \leq \phi^2(\tau^*)$$

(S1.2)

for any $U^* \in U$. We have shown that there is some $U^* \in U$ such that $\phi_L^2 = \phi^2(\tau^*)$. Hence (S1.2) implies $b_L \leq \phi_L^2$ for any $b_L \in B_L$, which completes the proof.

$\square$

S2 Proof of Theorem 2

Proof. Throughout this and the following proofs, for any real number $a$ and $b$, we let $a \land b = \min\{a, b\}$, $a \lor b = \min\{a, b\}$, $a_+ = a \land 0$ and $a_- = -(a \land 0)$.

For any function $H$ and any constant $C$, we let

$$H_C(y) = \begin{cases} 0 & y < -C \\ H(y) & -C \leq y < C \\ 1 & y \geq C \end{cases}$$

and $H_C^{-1}(y) = (H_C)^{-1}(y)$. We prove consistency of the lower bound estimator only, and the consistency for the upper bound estimator follows similarly. For any $0 < \epsilon < 1$, it is easy to verify that $|\hat{\theta} - \theta| \leq \min\{1/(4\theta), 1/\sqrt{2}\} \epsilon$.
implies $|\hat{\theta}^2 - \theta^2| \leq \epsilon$. Thus $\mathbb{P}(|\hat{\theta}^2 - \theta^2| > \epsilon) \leq \mathbb{P}(|\hat{\theta} - \theta| > \min\{1/(4\theta), 1/\sqrt{2}\}\epsilon) \leq \text{var}(\hat{\theta}) \max\{16\theta^2, 2\}/\epsilon$ by Chebyshev’s inequality. Under Condition ??, we have $\theta \leq (2C_M)^{1/4}$ and $\sigma^2 \leq C_M^{1/2} (1/n_1 + 1/n_0)N/(N - 1)$ by Jensen’s inequality. Thus for any $0 < \epsilon, \delta < 1$, we have

$$\mathbb{P}(|\hat{\theta}^2 - \theta^2| \leq \epsilon) \geq 1 - \delta$$

(S2.3)

for sufficiently large $N$. Let $\hat{\pi}_{tk} = \sum_{t_i=t} 1\{w = \xi_k\}/n_t$ for $t = 0, 1$ and $k = 1, \ldots, K$. Then for any $C > 0$,

$$\left| \sum_{k=1}^K \hat{\pi}_k \int_0^1 (\hat{F}_{1|k}^{-1}(u) - \hat{F}_{0|k}^{-1}(u))^2 du - \sum_{k=1}^K \pi_k \int_0^1 (F_{1|k}^{-1}(u) - F_{0|k}^{-1}(u))^2 du \right|$$

$$\leq \left| \sum_{k=1}^K \hat{\pi}_k \int_0^1 (\hat{F}_{1|k}^{-1}(u) - \hat{F}_{0|k}^{-1}(u))^2 du - \sum_{k=1}^K \hat{\pi}_k \int_0^1 (\hat{F}_{1|k,C}^{-1}(u) - \hat{F}_{0|k,C}^{-1}(u))^2 du \right|$$

$$+ \left| \sum_{k=1}^K \pi_k \int_0^1 (F_{1|k}^{-1}(u) - F_{0|k}^{-1}(u))^2 du - \sum_{k=1}^K \pi_k \int_0^1 (F_{1|k,C}^{-1}(u) - F_{0|k,C}^{-1}(u))^2 du \right|$$

$$+ \left| \sum_{k=1}^K \hat{\pi}_k \int_0^1 (\hat{F}_{1|k,C}^{-1}(u) - \hat{F}_{0|k,C}^{-1}(u))^2 du - \sum_{k=1}^K \pi_k \int_0^1 (F_{1|k,C}^{-1}(u) - F_{0|k,C}^{-1}(u))^2 du \right|$$

$$=: I_1 + I_2 + I_3.$$

Hence to prove Theorem ??, it suffices to show $I_1 + I_2 + I_3 \to 0$. Note that

$I_2 \leq \left| \sum_{k=1}^K \pi_k \int_0^1 (F_{1|k}^{-1}(u) - F_{1|k,C}^{-1}(u))(F_{1|k}^{-1}(u) + F_{1|k,C}^{-1}(u)) du - \frac{1}{\sigma_k^2} \right|^2$

$$+ \left| \sum_{k=1}^K \pi_k \int_0^1 (F_{0|k}^{-1}(u) - F_{0|k,C}^{-1}(u))(F_{0|k}^{-1}(u) + F_{0|k,C}^{-1}(u)) du - \frac{1}{\sigma_k^2} \right|^2$$

$$\leq \left( \sum_{k=1}^K \pi_k \int_0^1 (F_{1|k}^{-1}(u) - F_{1|k,C}^{-1}(u))^2 du \right)^2$$.  
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\[
\times \left( \sum_{k=1}^{K} \pi_k \int_{0}^{1} \left( F_{1|k}^{-1}(u) + F_{1|k,C}^{-1}(u) - F_{0|k}^{-1}(u) - F_{0|k,C}^{-1}(u) \right)^2 du \right)^{\frac{1}{2}} \\
+ \left( \sum_{k=1}^{K} \pi_k \int_{0}^{1} \left( F_{0|k}^{-1}(u) - F_{0|k,C}^{-1}(u) \right)^2 du \right)^{\frac{1}{2}} \\
\times \left( \sum_{k=1}^{K} \pi_k \int_{0}^{1} \left( F_{1|k}^{-1}(u) + F_{1|k,C}^{-1}(u) - F_{0|k}^{-1}(u) - F_{0|k,C}^{-1}(u) \right)^2 du \right)^{\frac{1}{2}},
\]

where the second inequality follows from Cauchy-Schwartz inequality.

Under Condition \(??\), we have \(I_2 \leq 8C_M^3/\|C\|^2\) because
\[
\sum_{k=1}^{K} \pi_k \int_{0}^{1} \left( F_{1|k}^{-1}(u) - F_{1|k,C}^{-1}(u) \right)^2 du \leq \frac{1}{N} \sum_{|y|_i \geq C} y_i^2 \leq \frac{C_M}{\|C\|^2}
\]

for \(t = 0, 1\) and
\[
\sum_{k=1}^{K} \pi_k \int_{0}^{1} \left( F_{1|k}^{-1}(u) + F_{1|k,C}^{-1}(u) - F_{0|k}^{-1}(u) - F_{0|k,C}^{-1}(u) \right)^2 du
\]
\[
\leq 4 \sum_{k=1}^{K} \pi_k \int_{0}^{1} \left[ (F_{1|k}^{-1}(u))^2 + (F_{1|k,C}^{-1}(u))^2 + (F_{0|k}^{-1}(u))^2 + (F_{0|k,C}^{-1}(u))^2 \right] du
\]
\[
\leq \frac{8}{N} \sum_{i=1}^{N} y_i^2 + \frac{8}{N} \sum_{i=1}^{N} y_0i \leq 16 \sqrt{C_M}.
\]

By similar arguments, we have
\[
I_1 \leq \left( \sum_{k=1}^{K} \tilde{\pi}_k \int_{0}^{1} \left( \tilde{F}_{1|k}^{-1}(u) - \tilde{F}_{1|k,C}^{-1}(u) \right)^2 du \right)^{\frac{1}{2}}
\times \left( \sum_{k=1}^{K} \tilde{\pi}_k \int_{0}^{1} \left[ (\tilde{F}_{1|k}^{-1}(u))^2 + (\tilde{F}_{1|k,C}^{-1}(u))^2 + (\tilde{F}_{0|k}^{-1}(u))^2 + (\tilde{F}_{0|k,C}^{-1}(u))^2 \right] du \right)^{\frac{1}{2}}
\times \left( \sum_{k=1}^{K} \tilde{\pi}_k \int_{0}^{1} \left( \tilde{F}_{0|k}^{-1}(u) - \tilde{F}_{0|k,C}^{-1}(u) \right)^2 du \right)^{\frac{1}{2}}
\times \left( \sum_{k=1}^{K} \tilde{\pi}_k \int_{0}^{1} \left[ (\tilde{F}_{1|k}^{-1}(u))^2 + (\tilde{F}_{1|k,C}^{-1}(u))^2 + (\tilde{F}_{0|k}^{-1}(u))^2 + (\tilde{F}_{0|k,C}^{-1}(u))^2 \right] du \right)^{\frac{1}{2}}.
\]
Because for $t = 0, 1$,
\[
\sum_{k=1}^{K} \hat{\pi}_k \int_0^1 (\hat{F}^{-1}_{t|k}(u) - \hat{F}^{-1}_{t|k,C}(u))^2 du \leq \max_k \frac{\hat{\pi}_k}{\pi_k} \frac{N}{n_t} \frac{1}{N} \sum |y_{ti}| \leq \max_k \frac{\hat{\pi}_k}{\pi_k} \frac{C_M}{C^2},
\]
and
\[
\sum_{k=1}^{K} \hat{\pi}_k \int_0^1 [(\hat{F}^{-1}_{1|k}(u))^2 + (\hat{F}^{-1}_{0|k,C}(u))^2 + (\hat{F}^{-1}_{0|k}(u))^2 + (\hat{F}^{-1}_{0|k,C}(u))^2] du \\
\leq \frac{N}{n_t} \max_{t,k} \frac{\hat{\pi}_k}{\pi_k} \left( \frac{2}{N} \sum_{i=1}^{N} y_{ti}^2 + \frac{2}{N} \sum_{i=1}^{N} y_{0i}^2 \right) \\
\leq \frac{4N}{n_t} \max_{t,k} \frac{\hat{\pi}_k}{\pi_k} \sqrt{C_M},
\]
we have
\[
I_1 \leq \frac{8N}{n_t} \max_{t,k} \frac{\hat{\pi}_k}{\pi_k} \frac{C_M^2}{C}.
\]

For the last term $I_3$, we have
\[
I_3 = \left| \sum_{k=1}^{K} \hat{\pi}_k \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du - \sum_{k=1}^{K} \pi_k \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du \right| \\
\leq \left| \sum_{k=1}^{K} \hat{\pi}_k \left( \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du - \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du \right) \right| \\
+ \sum_{k=1}^{K} (\hat{\pi}_k - \pi_k) \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du \\
\leq \max_k \left| \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du - \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du \right| \sum_{k=1}^{K} \hat{\pi}_k \\
+ \sum_{k=1}^{K} \left( \frac{\hat{\pi}_k}{\pi_k} - 1 \right) \pi_k \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du \\
\leq \max_k \left| \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du - \int_0^1 (\hat{F}^{-1}_{1|k,C}(u) - \hat{F}^{-1}_{0|k,C}(u))^2 du \right|.
\[
+ \max_k \left| \frac{\hat{\pi}_k}{\pi_k} - 1 \right| \left| \sum_{k=1}^K \pi_k \int_0^1 (F_{1[k,C]}^{-1}(u) - F_{0[k,C]}^{-1}(u))^2 du \right|
\]

\[=: I_{31} + I_{32}.\]

By Condition ??, we have

\[
\sum_{k=1}^K \pi_k \int_0^1 (F_{1[k,C]}^{-1}(u) - F_{0[k,C]}^{-1}(u))^2 du \leq 2 \sum_{k=1}^K \pi_k \int_0^1 (F_{1[k,C]}^{-1}(u))^2 du + 2 \sum_{k=1}^K \pi_k \int_0^1 (F_{0[k,C]}^{-1}(u))^2 du
\]

\[= 2 \left( \frac{1}{N} \sum_{i=1}^N y_{1i}^2 + \frac{1}{N} \sum_{i=1}^N y_{0i}^2 \right) \leq 2 \sqrt{C_M}.
\]

Thus

\[I_{32} \leq 2 \max_k \left| \frac{\hat{\pi}_k}{\pi_k} - 1 \right| \sqrt{C_M}.
\]

For \( k = 1, \ldots, K \), \( \int_0^1 (F_{1[k,C]}^{-1}(u) - F_{0[k,C]}^{-1}(u))^2 du \) is the square of the Wasserstein distance induced by \( L_2 \) norm between \( F_{1[k,C]} \) and \( F_{0[k,C]} \). By the representation theorem [Bobkov and Ledoux [2019][Theorem 2.11],

\[
\int_0^1 (\hat{F}_{1[k,C]}^{-1}(u) - \hat{F}_{0[k,C]}^{-1}(u))^2 du
\]

\[= 2 \int \int_{v \leq w} [(\hat{F}_{1[k,C]}(v) - \hat{F}_{0[k,C]}(w))_+ + (\hat{F}_{0[k,C]}(v) - \hat{F}_{1[k,C]}(w))_+] dv dw.
\]

Because \( \hat{F}_{1[k,C]}^{-1}(v) - \hat{F}_{0[k,C]}^{-1}(w) \leq 0 \) and \( \hat{F}_{0[k,C]}(v) - \hat{F}_{1[k,C]}(w) \leq 0 \) when \( v < -C \) or \( w \geq C \), the integral domain can be restricted to \( \{-C \leq v \leq w < C\} \) without changing the integral.
Similarly, we have
\[
\int_0^1 (F_{1|k,C}^{-1}(u) - F_{0|k,C}^{-1}(u))^2 du = 2 \int \int_{-C \leq v \leq w < C} [(F_{1|k,C}(v) - F_{0|k,C}(w))_+ + (F_{0|k,C}(v) - F_{1|k,C}(w))_+] dv dw.
\]
Because \( |(u_1)_+ - (u_2)_+| \leq |u_1 - u_2| \) for any \( u_1, u_2 \),
\[
I_{31} \leq 2 \max_k \int \int_{-C \leq v \leq w < C} [|\hat{F}_{1|k,C}(v) - F_{1|k,C}(v)| + |\hat{F}_{0|k,C}(v) - F_{0|k,C}(v)|] dv dw
\]
\[
\leq 2C^2 \max_k \{ \sup_v |\hat{F}_{1|k,C}(v) - F_{1|k,C}(v)| + \sup_v |\hat{F}_{0|k,C}(v) - F_{0|k,C}(v)| \}
\]
\[
\leq 4C^2 \max_k \sup_v |\hat{F}_{t|k,C}(v) - F_{t|k,C}(v)|.
\]
For any given \( M \) and \( t = 0, 1 \), let \( s_{tk,j} = F_{t|k,C}^{-1}(j/M) \). By the standard technique in the proof of Glivenko-Cantelli theorem (van der Vaart, 2000),
\[
\sup_v |\hat{F}_{t|k,C}(v) - F_{t|k,C}(v)| \leq \max_j |\hat{F}_{t|k,C}(s_{tk,j}) - F_{t|k,C}(s_{tk,j})| + \frac{1}{M}.
\]
For \( t = 0, 1 \) and \( i = 1, \ldots, N \), let \( y_{ti}^* = y_{ti} 1 \{-C \leq y_{ti} < C\} + C 1 \{y_{ti} \geq C\} - C 1 \{y_{ti} < -C\} \). Then
\[
\hat{F}_{tk,C}(s_{tk,j}) - F_{tk,C}(s_{tk,j})
\]
\[
= \frac{1}{\hat{\pi}_{tk}} \frac{1}{n_t} \sum_{T_i = t} 1 \{y_{ti}^* \leq s_{tk,j}, x = \xi_k\} - \frac{1}{\pi_k} \frac{1}{N} \sum_{i=1}^N 1 \{y_{ti}^* \leq s_{tk,j}, x = \xi_k\}
\]
\[
= \frac{1}{\pi_k} \left( \frac{1}{n_t} \sum_{T_i = t} 1 \{y_{ti}^* \leq s_{tk,j}, x = \xi_k\} - \frac{1}{N} \sum_{i=1}^N 1 \{y_{ti}^* \leq s_{tk,j}, x = \xi_k\} \right)
\[
- \frac{1}{\hat{\pi}_k \hat{\pi}_{tk}} (\hat{\pi}_{tk} - \pi_k) \frac{1}{n_t} \sum_{T_i = t} \{ y_{ti}^* \leq s_{tk,j}, x = \xi_k \}.
\]

Because
\[
\left| \frac{1}{\hat{\pi}_{tk} n_t} \sum_{T_i = t} \{ y_{ti}^* \leq s_{tk,j}, x = \xi_k \} \right| \leq 1,
\]

we have
\[
I_{31} \leq 4C^2 \max_{t,k,j} \left\{ \left| \frac{1}{\pi_k} \left( \frac{1}{n_t} \sum_{T_i = t} \{ y_{ti}^* \leq s_{tk,j}, x = \xi_k \} \right) \right| - \frac{1}{N} \sum_{i=1}^{N} 1\{ y_{ti}^* \leq s_{tk,j}, x = \xi_k \} \right\} + \frac{1}{\pi_k} |\hat{\pi}_{tk} - \pi_k| + \frac{1}{M}.
\]

For any small positive number \( \epsilon \), one can choose \( C \) and \( M \) such that
\[
8C^3/M \leq \epsilon \quad \text{and} \quad 1/M \leq \epsilon.
\]
Then by Hoeffding inequality for sample without replacement (Bardenet and Maillard (2015)) and the Bonferroni inequality, we have
\[
\mathbb{P}\left( 4C^2 \max_{t,k,j} \left\{ \frac{1}{\pi_k} \left( \frac{1}{n_t} \sum_{T_i = t} \{ y_{ti}^* \leq s_{tk,j}, x = \xi_k \} \right) - \frac{1}{N} \sum_{i=1}^{N} 1\{ y_{ti}^* \leq s_{tk,j}, x = \xi_k \} \right\} \geq \epsilon \right) \leq 4MK \exp\left( -\frac{n_1 \wedge n_0 \epsilon^2 \min_k \pi_k^2}{8C^4} \right),
\]
and
\[
\mathbb{P}\left( \max_{t,k} \frac{1}{\pi_k} |\hat{\pi}_{tk} - \pi_k| \geq \epsilon \right) \leq 2K \exp\left( -2n_1 \wedge n_0 \epsilon^2 \min_k \pi_k^2 \right).
\]
By Conditions ?? and ?? the right hand side of these two inequalities converge to zero because
\[
n_1 \wedge n_0 \min_k \pi_k^2 - C^* \log K \geq C_\pi (n_1 \wedge n_0 / N)(N/K^2) - C^* \log K \to \infty,
\]


with \( C^* = 8C^4 \lor (1/2) \).

Hence, for any \( \delta > 0 \) and sufficiently large \( N \), \( I_{31} \leq 3\epsilon \) and

\[
\max_{t,k} \left| \frac{\hat{\pi}_k}{\hat{\pi}_{tk}} \right| = \frac{1 + \epsilon}{1 - \epsilon}
\]

with probability greater than \( 1 - \delta \). Without loss of generality, we let \( \epsilon \leq 1/3 \), then \( (1 + \epsilon)/(1 - \epsilon) \leq 2 \) and for sufficiently large \( N \) we have

\[
\left| \sum_{k=1}^{K} \hat{\pi}_k \int_{0}^{1} (\hat{F}_{1|k}^{-1}(u) - \hat{F}_{0|k}^{-1}(u))^2 du - \sum_{k=1}^{K} \int_{0}^{1} \left( F_{1|k}^{-1}(u) - F_{0|k}^{-1}(u) \right)^2 du \right| \\
\leq \left( \frac{4}{\rho_1 \land \rho_0} + 2\sqrt{C_M} + 4 \right) \epsilon
\]

with probability greater than \( 1 - \delta \). Combining this with (S2.3) completes the proof of Theorem 3.

\( \square \)

**S3 Proof of Theorem 3**

In this proof, we use \( \epsilon, \delta \) to denote small positive numbers whose values may change from place to place. Recall the definition of \( P_N \) in (??) in the main text. We assume without loss of generality that \( P_N \) is non-empty. Under Condition ??, according to the proof of Theorem ??, for \( U_N \in P_N \) and any \( \epsilon, \delta > 0 \), we have \( \mathbb{P}( |\hat{\phi}_L^2 - \phi_L^2| \leq \epsilon ) \geq 1 - \delta \) for any \( N \) larger than a threshold \( T_1 \). Note that in the proof of Theorem ??, the threshold \( T_1 \) can be chosen to be uniform in \( U_N \in P_N \). That is, for any small positive numbers \( \epsilon, \delta \),
there is some $T_1$ such that for $N > T_1$ we have

$$\inf_{U_N \in \mathcal{P}_N} \mathbb{P}(\hat{\sigma}^2 \geq \sigma^2 - \epsilon) \geq 1 - \delta. \tag{S3.4}$$

Recall the definition of $\hat{\sigma}^2$ in Section ?? and the definition of $\hat{\phi}_1^2$, $\hat{\phi}_0^2$ in Section ?? in the main text. According to Theorem ??,

$$\mathbb{P}(\hat{\sigma}^2 \geq \sigma^2 - \epsilon) \geq 1 - \mathbb{P}\left(\frac{N}{n_1} |\phi^2(y_1) - \hat{\phi}_1^2| \geq \frac{\epsilon}{3}\right) - \mathbb{P}\left(\frac{N}{n_0} |\phi^2(y_1) - \hat{\phi}_0^2| \geq \frac{\epsilon}{3}\right) - \mathbb{P}\left(|\hat{\phi}_L^2 - \hat{\phi}_L^2| \geq \frac{\epsilon}{3}\right). \tag{S3.5}$$

Thus for any $\epsilon, \delta > 0$, there is some threshold $T_2$, for $N > T_2$, we have

$$\inf_{U_N \in \mathcal{P}_N} \mathbb{P}(\hat{\sigma}^2 \geq \sigma^2 - \epsilon) \geq 1 - \delta \tag{S3.6}$$

by (S3.4), (S3.5), Chebyshev’s inequality and straightforward calculation of mean and variance of $\hat{\phi}_1^2$, $\hat{\phi}_0^2$. According to the Cauchy-Schwartz inequality, we have

$$\sigma^2 = \frac{N}{n_1} \phi^2(y_1) + \frac{N}{n_0} \phi^2(y_0) - \phi^2(\tau) \geq \frac{N}{n_1} \phi^2(y_1) + \frac{N}{n_0} \phi^2(y_0) - \phi^2(y_1) - \phi^2(y_0) \geq L_2 \frac{n_0}{n_1} + L_2 \frac{n_1}{n_0} \geq L_2 \tag{S3.7}$$

if $U_N \in \mathcal{P}_N$. Then (S3.6) and (S3.7) imply

$$\inf_{U_N \in \mathcal{P}_N} \mathbb{P}(\hat{\sigma} \geq \sigma - \epsilon) \geq 1 - \delta \tag{S3.8}$$
for any $N > T_3$, where $T_3$ is some threshold that depends on $\epsilon, \delta$.

By the finite population central limit theorem [Freedman, 2008][Theorem 1], for any sequence of finite populations $\{U_N\}_{N=2}^{\infty}$ such that $U_N \in \mathcal{P}_N$, we have

$$\sqrt{N}\sigma^{-1}(\hat{\theta} - \theta) \xrightarrow{d} N(0, 1)$$

as $N \to \infty$. This and (S3.7) imply for any $0 < \delta < \alpha < 1$ and any sequence of finite populations $\{U_N\}_{N=2}^{\infty}$ such that $U_N \in \mathcal{P}_N$, there is some $0 < \epsilon < \sqrt{L_2}$ such that

$$\lim inf_{N \to \infty} \inf_{U_N \in \mathcal{P}_N} P(\theta \in [\hat{\theta} - q_{\alpha/2} \sigma (1 - \sigma^{-1} \epsilon) N^{-1/2} \hat{\theta} + q_{\alpha/2} \sigma (1 - \sigma^{-1} \epsilon) N^{-1/2}]) \geq \alpha - \delta,$$

where $q_{\alpha/2}$ is the upper $\alpha/2$ quantile of a standard normal distribution.

Next we show that

$$\lim inf_{N \to \infty} \inf_{U_N \in \mathcal{P}_N} P(\theta \in [\hat{\theta} - q_{\alpha/2} \sigma (1 - \epsilon) N^{-1/2} \hat{\theta} + q_{\alpha/2} \sigma (1 - \epsilon) N^{-1/2}]) \geq \alpha - \delta.$$  

(S3.10)

We prove this by contradiction. If (S3.10) does not hold, then there is some $c_* > 0$, for any $N_0 > 0$, there is some $N_1 > N_0$ and $U_{N_1}'$ such that

$$P(\theta \in [\hat{\theta} - q_{\alpha/2} (\sigma - \epsilon) N^{-1/2} \hat{\theta} + q_{\alpha/2} (\sigma - \epsilon) N^{-1/2}]) \leq \alpha - \delta - c_*$$

under $U_{N_1}'$. Following the same procedure, we can extract a subsequence
\{U'_{N_m}\}_{m=1}^{\infty}$ with $N_1 < N_2 < \ldots$ and $U'_{N_m} \in \mathcal{P}_{N_m}$ such that
\[
P\left( \theta \in \left[ \hat{\theta} - q_2 (\sigma - \epsilon) N^{-\frac{1}{2}}, \hat{\theta} + q_2 (\sigma - \epsilon) N^{-\frac{1}{2}} \right] \right) \leq \alpha - \delta - c_*
\]
under $U'_{N_m}$ for $m = 1, 2, \ldots$. Then it follows that for any sequence of finite populations \{U_N\}_{N=2}^{\infty} such that \{U_N\}_{N=2}^{\infty}$ contains \{U'_{N_m}\}_{m=1}^{\infty} as a subsequence, we have
\[
\lim_{N \to \infty} P\left( \theta \in \left[ \hat{\theta} - q_2 (\sigma - \epsilon) N^{-\frac{1}{2}}, \hat{\theta} + q_2 (\sigma - \epsilon) N^{-\frac{1}{2}} \right] \right) \leq \alpha - \delta - c_*
\]
which is contradict with \text{(S3.9)}. This proves \text{(S3.10)}. According to \text{(S3.10)}, there is some threshold $T_3$ such that
\[
\inf_{\mathcal{P}_N} P\left( \theta \in \left[ \hat{\theta} - q_2 (\sigma - \epsilon) N^{-\frac{1}{2}}, \hat{\theta} + q_2 (\sigma - \epsilon) N^{-\frac{1}{2}} \right] \right) \geq \alpha - 2\delta
\]
for $N > T_3$. Combining this with \text{(S3.6)}, we have
\[
\inf_{\mathcal{P}_N} P\left( \theta \in \left[ \hat{\theta} - q_2 \hat{\sigma} N^{-\frac{1}{2}}, \hat{\theta} + q_2 \hat{\sigma} N^{-\frac{1}{2}} \right] \right) \geq \alpha - 3\delta
\]
for $N > \max\{T_2, T_3\}$. This proves the theorem since $\delta$ is an arbitrary small positive number.

S4 Proof of Theorem 4

Proof. Under Conditions ?? and ??, the conditions of the finite population central limit theorem \cite{Freedman2008}[Theorem 1] is satisfied and hence
\[
\sqrt{N} V^{-1}_N \left( \frac{1}{n_1} \sum_{T_i=1} y_{1i} - \mu(y_i), \frac{1}{n_1} \sum_{T_i=1} d_{1i} - \mu(d_1), \frac{1}{n_0} \sum_{T_i=0} y_{0i} - \mu(y_0), \frac{1}{n_0} \sum_{T_i=0} d_{0i} - \mu(d_0) \right)^T
\]
converges to a multivariate normal distribution, where $V_N$ is defined in Condition ?? Note that we have the decomposition

$$
\hat{\theta}_c - \theta_c = \hat{\pi}_c^{-1}(\hat{\theta} - \hat{\pi}_c \theta_c) = (\hat{\pi}_c^{-1} - \pi_c^{-1}) (\hat{\theta} - \hat{\pi}_c \theta_c) + \pi_c^{-1}(\hat{\theta} - \hat{\pi}_c \theta).
$$

Under Condition ??, it is easy to show that the trace and hence the spectral norm of $V_N$ is bounded. By the strong instrument assumption, the fact that $V_N$ has bounded spectral norm and the asymptotic normality invoked before, we have

$$
\hat{\pi}_c^{-1} - \pi_c^{-1} = O_p \left( \frac{1}{\sqrt{N}} \right)
$$

and

$$
\hat{\theta} - \hat{\pi}_c \theta = O_p \left( \frac{1}{\sqrt{N}} \right).
$$

Hence

$$
\hat{\theta}_c - \theta_c = \pi_c^{-1}(\hat{\theta} - \hat{\pi}_c \theta_c) + o_p \left( \frac{1}{\sqrt{N}} \right).
$$

Straightforward calculation can show that $(\hat{\theta} - \hat{\pi}_c \theta_c)/\pi_c$ has mean zero and variance

$$
\frac{1}{\pi_c^2(N-1)} \left( \frac{N}{n_1} \phi^2(\tilde{y}_1) + \frac{N}{n_0} \phi^2(\tilde{y}_0) - \phi^2(\tilde{\tau}) \right) = \frac{\sigma_c^2}{N-1}.
$$

Again by the finite population central limit theorem we have

$$
\sqrt{N} \sigma_c^{-1}(\hat{\theta}_c - \theta_c) = \sqrt{N} \sigma_c^{-1} \pi_c^{-1}(\hat{\mu}(\tau) - \hat{\pi}_c \theta_c) + o_p(1) \xrightarrow{d} N(0, 1).
$$
S5 Proof of Theorem 5

Proof. According to exclusion restriction, if \( g_i = a \) or \( n \), we have
\[
\tilde{\tau}_i = y_{1i} - y_{0i} - \theta_c(d_{1i} - d_{0i}) = 0.
\]
By the definition of \( \theta_c \), we have \( \mu(\tilde{\tau}) = 0 \). Thus
\[
\phi^2(\tilde{\tau}) = \frac{1}{N} \sum_{i=1}^{N} \tilde{\tau}_i^2 = \pi_c \frac{1}{N_c} \sum_{g_i = c} \tilde{\tau}_i^2
\]
where \( N_c \). Then the bound can be proved following the same arguments as in Theorem ??.

S6 Proof of Theorem 6

Proof. Firstly, we provide some relationship that is useful in the proof.
According to the monotonicity and exclusion restriction, we have
\[
1\{g_i = c\} = d_{1i} - d_{0i},
\]
\[
(1 - d_{1i})1\{\tilde{y}_{0i} \leq y\} = (1 - d_{1i})1\{\tilde{y}_{1i} \leq y\}
\]
and
\[
d_{0i}1\{\tilde{y}_{1i} \leq y\} = d_{0i}1\{\tilde{y}_{0i} \leq y\}.
\]
Thus

\[
\pi_{k|c} = \frac{\sum_{i=1}^{N} 1\{g_i = c\} 1\{w_i = \xi_k\}}{\sum_{i=1}^{N} 1\{g_i = c\}}
\]

\[
= \pi^{-1}_c \left( \frac{1}{N} \sum_{i=1}^{N} d_{1i} 1\{w_i = \xi_k\} - \frac{1}{N} \sum_{i=1}^{N} d_{0i} 1\{w_i = \xi_k\} \right)
\]

\[
= \pi^{-1}_c \left( \frac{1}{N} \sum_{i=1}^{N} (1 - d_{0i}) 1\{w_i = \xi_k\} - \frac{1}{N} \sum_{i=1}^{N} (1 - d_{1i}) 1\{w_i = \xi_k\} \right),
\]

\[
\tilde{F}_{1|k}(y) = \frac{\sum_{i=1}^{N} (d_{1i} - d_{0i}) 1\{\tilde{y}_{1i} \leq y\} 1\{w_i = \xi_k\}}{\sum_{i=1}^{N} (d_{1i} - d_{0i}) 1\{w_i = \xi_k\}}
\]

\[
= \pi^{-1}_c \pi^{-1}_{k|c} \left( \frac{1}{N} \sum_{i=1}^{N} d_{1i} 1\{\tilde{y}_{1i} \leq y\} 1\{w_i = \xi_k\} - \frac{1}{N} \sum_{i=1}^{N} d_{0i} 1\{\tilde{y}_{1i} \leq y\} 1\{w_i = \xi_k\} \right)
\]

\[
= \pi^{-1}_c \pi^{-1}_{k|c} \left( \frac{1}{N} \sum_{i=1}^{N} (1 - d_{0i}) 1\{\tilde{y}_{0i} \leq y\} 1\{w_i = \xi_k\} - \frac{1}{N} \sum_{i=1}^{N} (1 - d_{1i}) 1\{\tilde{y}_{0i} \leq y\} 1\{w_i = \xi_k\} \right),
\]

and

\[
\tilde{F}_{0|k}(y) = \frac{\sum_{i=1}^{N} (d_{1i} - d_{0i}) 1\{\tilde{y}_{0i} \leq y\} 1\{w_i = \xi_k\}}{\sum_{i=1}^{N} (d_{1i} - d_{0i}) 1\{w_i = \xi_k\}}
\]

\[
= \pi^{-1}_c \pi^{-1}_{k|c} \left( \frac{1}{N} \sum_{i=1}^{N} (1 - d_{0i}) 1\{\tilde{y}_{0i} \leq y\} 1\{w_i = \xi_k\} - \frac{1}{N} \sum_{i=1}^{N} (1 - d_{1i}) 1\{\tilde{y}_{0i} \leq y\} 1\{w_i = \xi_k\} \right)
\]

\[
= \pi^{-1}_c \pi^{-1}_{k|c} \left( \frac{1}{N} \sum_{i=1}^{N} (1 - d_{0i}) 1\{\tilde{y}_{1i} \leq y\} 1\{w_i = \xi_k\} - \frac{1}{N} \sum_{i=1}^{N} (1 - d_{1i}) 1\{\tilde{y}_{1i} \leq y\} 1\{w_i = \xi_k\} \right).
\]

Since the estimators in Theorem ?? have the similar structure as those in

Theorem ??, we intend to prove the consistency in a similar way. However,
there are two extra difficulties. One is that \( \hat{y}_{ti} \neq \tilde{y}_{ti} \) and we need to control
the error introduced by using \( \hat{y}_{ti} \) in place of \( \tilde{y}_{ti} \) in the estimators. The other
is that the estimators \( \bar{F}_{t|k}(y) \) for \( t = 0, 1 \) and \( k = 1, \ldots, K \) are not distribu-
tion functions and thus the representation theorem [Bobkov and Ledoux, 2019][Theorem ??] can not be used directly. To solve this problem, we
define
\[
\bar{F}^*_t(y) = \sup_{v \leq y} \bar{F}_t(y),
\]
for \( t = 0, 1 \) and \( k = 1, \ldots, K \). Then by definition, \( \bar{F}^*_t(y) \) is a distribution
function and, for \( u \in (0, 1) \), \( \bar{F}^*_t(u) = \bar{F}^{-1}_t(u) \). Hence we can use \( \bar{F}^*_t(y) \)
instead of \( \bar{F}_t(y) \) in the representation theorem.

We prove only for the lower bound, and the consistency result for the
upper bound follows similarly. Let \( \lambda_k = \pi_c \pi_k \). Because \( \hat{\pi}_c \hat{\pi}_k = \hat{\lambda}_k \), to
prove \( \bar{\phi}_L^2 - \tilde{\phi}_L^2 \to 0 \), we only need to prove
\[
\sum_{k=1}^K \hat{\lambda}_k \int_0^1 (\bar{F}^{-1}_{1|k}(u) - \tilde{F}^{-1}_{0|k}(u))^2 du - \sum_{k=1}^K \lambda_k \int_0^1 (\bar{F}^{-1}_{1|k}(u) - \tilde{F}^{-1}_{0|k}(u))^2 du \overset{P}{\to} 0.
\]
Note that
\[
\left| \sum_{k=1}^K \hat{\lambda}_k \int_0^1 (\bar{F}^{-1}_{1|k}(u) - \tilde{F}^{-1}_{0|k}(u))^2 du - \sum_{k=1}^K \lambda_k \int_0^1 (\bar{F}^{-1}_{1|k}(u) - \tilde{F}^{-1}_{0|k}(u))^2 du \right| \leq \sum_{k=1}^K \hat{\lambda}_k \left( \int_0^1 (\bar{F}^{-1}_{1|k}(u) - \tilde{F}^{-1}_{0|k}(u))^2 du - \int_0^1 (\bar{F}^{-1}_{1|k}(u) - \tilde{F}^{-1}_{0|k}(u))^2 du \right) \\
+ \sum_{k=1}^K (\hat{\lambda}_k - \lambda_k) \int_0^1 (\bar{F}^{-1}_{1|k}(u) - \tilde{F}^{-1}_{0|k}(u))^2 du.
\]
\begin{align*}
&\leq \left| \sum_{k=1}^{K} \left( \frac{1}{n_1} \sum_{i=1}^{n_1} d_{i1} \{ w_i = \xi_k \} \right) \left( \int_{0}^{1} (\tilde{F}_{1|k}(u) - \tilde{F}_{0|k}(u))^2 du - \int_{0}^{1} (\tilde{\tilde{F}}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du \right) \right| \\
&\quad + \left| \sum_{k=1}^{K} \left( \frac{1}{n_0} \sum_{i=0}^{n_0} d_{01} \{ w_i = \xi_k \} \right) \left( \int_{0}^{1} (\tilde{F}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du - \int_{0}^{1} (\tilde{\tilde{F}}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du \right) \right| \\
&\quad + \left| \sum_{k=1}^{K} \left( \frac{\hat{\lambda}_{1k}}{\lambda_k} - 1 \right) \lambda_{1k} \int_{0}^{1} (\tilde{F}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du \right|
\leq 2 \max_{k} \left| \int_{0}^{1} (\tilde{F}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du - \int_{0}^{1} (\tilde{\tilde{F}}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du \right|
\quad + \max_{k} \left| \frac{\hat{\lambda}_{1k}}{\lambda_k} - 1 \right| \sum_{k=1}^{K} \lambda_{1k} \int_{0}^{1} (\tilde{F}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du \\
&=: I_{1,c} + I_{2,c}.
\end{align*}

By Condition ?? and Assumption ??(iii), we have

\begin{equation*}
\theta \leq \frac{1}{N} \sum_{i=1}^{N} |y_{1i}| + \frac{1}{N} \sum_{i=1}^{N} |y_{0i}| \leq 2C_{M}^{\frac{1}{2}},
\end{equation*}

and

\begin{equation*}
|\theta_{c}| \leq C_{0}^{-1} \left( \frac{1}{N} \sum_{i=1}^{N} |y_{1i}| + \frac{1}{N} \sum_{i=1}^{N} |y_{0i}| \right) \leq 2C_{0}^{-1}C_{M}^{\frac{1}{2}}
\end{equation*}

due to Jensen’s inequality. Note that \(|\tilde{y}_{1i}| \leq y_{1i} + |\theta_{c}|\). By Condition ?? we have

\begin{equation*}
\sum_{k=1}^{K} \lambda_{1k} \int_{0}^{1} (\tilde{F}_{1|k}(u) - \tilde{\tilde{F}}_{0|k}(u))^2 du \leq \frac{2}{N} \sum_{i=1}^{N} \tilde{y}_{1i}^2 + \frac{2}{N} \sum_{i=1}^{N} \tilde{y}_{0i}^2 \\
\leq \frac{4}{N} \sum_{i=1}^{N} \tilde{y}_{1i}^2 + \frac{4}{N} \sum_{i=1}^{N} \tilde{y}_{0i}^2 + 8|\theta_{c}|
\leq 8\sqrt{C_{M}(1 + 2C_{0}^{-1})}.
\end{equation*}
For any small positive $\epsilon$, according to Hoeffding inequality for sampling without replacement [Bardenet and Maillard 2015] and the Bonferroni inequality we have

$$P\left(8\sqrt{C_M}(1 + 2C_0^{-1}) \max_{t,k} \frac{1}{\lambda_k} |\hat{\lambda}_{tk} - \lambda_k| \geq \epsilon\right) \leq 2K \exp\left(-\frac{1}{32C_M(1 + 2C_0^{-1})^2} n_1 \wedge n_0 \epsilon^2 \min_k \lambda_k^2\right) \to 0$$

by Conditions ?? and ??%. Without loss of generality, we assume $\epsilon \leq 1/2$ in the proof. Thus for any $\delta > 0$ and sufficiently large $N$

$$I_{2,c} \leq \epsilon$$

with probability at least $1 - \delta/3$.

Define $B_N = (C_N + C_B) \vee 1$ where $C_B = 10C_0^{-2}C_M^{-1/4}$. For $\epsilon \leq B_N(C_0 \wedge C_M^{-1/4})$, it is easy to verify that

$$\{B_N|\hat{\pi}_c - \pi_c| < \frac{\epsilon}{2}\} \cap \{B_N|\hat{\theta} - \theta| < \frac{\epsilon}{2}\} \subset \{B_N|\hat{\theta}_c - \theta_c| < \epsilon\}.$$

Thus

$$P\left(B_N|\hat{\theta}_c - \theta_c| \geq C_B \epsilon\right) \leq P\left(B_N|\hat{\pi}_c - \pi_c| \geq \frac{\epsilon}{2}\right) + P\left(B_N|\hat{\theta} - \theta| \geq \frac{\epsilon}{2}\right)$$

$$\leq 4 \exp\left(-\frac{2n_1 \wedge n_0 \epsilon^2}{B_N^2}\right) + 4 \exp\left(-\frac{n_1 \wedge n_0 \epsilon^2}{2B_N^2C_N^2}\right)$$

(S6.11)

where the last inequality follows from the Hoeffding inequality. By Condition ??, \[4 \exp\left(-\frac{2n_1 \wedge n_0 \epsilon^2}{B_N^2}\right) + 4 \exp\left(-\frac{n_1 \wedge n_0 \epsilon^2}{2B_N^2C_N^2}\right) \to 0.\]
Thus for sufficiently large $N$ with probability greater than $1 - \delta/3$ we have $B_N|\hat{\theta}_c - \theta_c| \leq C_B\epsilon$. Note that $C_0 \leq 1$, $|\bar{y}_{ti}| \leq y_{ti} + |\theta_c| \leq C_N + 2C_0^{-1}C_M^{1/4} \leq B_N$ and $|\bar{y}_{ti}| \leq |y_{ti}| + |\hat{\theta}_c| \leq C_N + 2C_0^{-1}C_M^{1/4} + C_B\epsilon \leq B_N$ when the event \{\text{the similar arguments as those in the proof of Theorem \ref{thm:representation}}\} holds. On the event \{\text{the similar arguments as those in the proof of Theorem \ref{thm:representation}}\}, by the representation theorem \cite{BobkovLedoux2019}[Theorem \ref{thm:representation}], using the similar arguments as those in the proof of Theorem \ref{thm:representation}, we can show that

\begin{align*}
\max_k \int_0^1 (\hat{F}_{1|k}(u) - \bar{F}_{0|k}(u))^2 du - \int_0^1 (\bar{F}_{1|k}(u) - \bar{F}_{0|k}(u))^2 du \\
\leq 2 \max_k \int_{-B_N \leq v \leq w \leq B_N} \left[ |\hat{F}_{1|k}^*(v) - \bar{F}_{1|k}(v)| + |\hat{F}_{0|k}^*(v) - \bar{F}_{0|k}(v)| \right. \\
+ |\hat{F}_{1|k}^*(w) - \bar{F}_{1|k}(w)| + |\hat{F}_{0|k}^*(w) - \bar{F}_{0|k}(w)| \right] dv dw \\
\leq 4B_N \max_k \int_{-B_N}^{B_N} |\hat{F}_{1|k}^*(v) - \bar{F}_{1|k}(v)| dv + 4B_N \max_k \int_{-B_N}^{B_N} |\hat{F}_{0|k}^*(v) - \bar{F}_{0|k}(v)| dv.
\end{align*}

(S6.12)

Here we only analyze the first term $B_N \max_k \int_{-B_N}^{B_N} |\hat{F}_{1|k}^*(v) - \bar{F}_{1|k}(v)| dv$ and the same result can be proved similarly for the second term. Define

\begin{align*}
\hat{F}_{11|k}(y) &= \frac{\hat{\lambda}_{ik}^{-1}}{n_1} \sum_{i=1}^{n_1} d_{i1} \{\bar{y}_{1i} \leq y\} \{w_i = \xi_k\}, \\
\bar{F}_{01|k}(y) &= \frac{\hat{\lambda}_{ik}^{-1}}{n_0} \sum_{i=0}^{n_0} d_{0i} \{\bar{y}_{0i} \leq y\} \{w_i = \xi_k\}, \\
\bar{F}_{11|k}(y) &= \frac{\hat{\lambda}_{ik}^{-1}}{N} \sum_{i=1}^{N} d_{i1} \{\bar{y}_{1i} \leq y\} \{w_i = \xi_k\},
\end{align*}
\[ \tilde{F}_{01|k}(y) = \frac{\lambda_{N}}{N} \sum_{i=1}^{N} d_{i} 1\{ \tilde{y}_{0i} \leq y \} 1\{ w_{i} = \xi_{k} \}. \]

for \( k = 1, \ldots, K \). Let \( \tilde{F}_{1|k}(y) = \tilde{F}_{11|k}(y) - \tilde{F}_{01|k}(y) \), then the relationship

\[ \tilde{F}_{1|k}(y) = \tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c}) \]

holds. Because

\[ |\sup_{v \leq y} \tilde{F}_{1|k}(v) - \sup_{v \leq y} \tilde{F}_{1|k}(v)| \leq \sup_{v} |\tilde{F}_{1|k}(v) - \tilde{F}_{1|k}(v)| \]

and \( \sup_{v \leq y} \tilde{F}_{1|k}(v) = \bar{F}_{1|k}(y) \), we have

\[ |\sup_{v \leq y} \tilde{F}_{1|k}(v) - \bar{F}_{1|k}(y)| \leq |\sup_{v \leq y} \tilde{F}_{1|k}(v) - \tilde{F}_{1|k}(v)| + |\bar{F}_{1|k}(y) - \tilde{F}_{1|k}(y)| \]

\[ \leq 2 \sup_{v} |\tilde{F}_{1|k}(v) - \bar{F}_{1|k}(v)|. \]

Hence

\[ |\tilde{F}^{*}_{1|k}(y) - \tilde{F}_{1|k}(y)| \]

\[ \leq |\sup_{v \leq y + \hat{\theta}_{c} - \theta_{c}} \tilde{F}_{1|k}(v) - \tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c})| + |\tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c}) - \tilde{F}_{1|k}(y)| \]

\[ \leq 2 \sup_{v} |\tilde{F}_{1|k}(v) - \tilde{F}_{1|k}(v)| + |\tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c}) - \tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c})| \]

\[ + |\tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c}) - \bar{F}_{1|k}(y)| \]

\[ \leq 3 \sup_{v} |\tilde{F}_{1|k}(v) - \tilde{F}_{1|k}(v)| + |\tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c}) - \bar{F}_{1|k}(y)|. \]

Moreover, because

\[ |\tilde{F}_{1|k}(y + \hat{\theta}_{c} - \theta_{c}) - \bar{F}_{1|k}(y)| \]
\[
\begin{align*}
&\leq |\bar{F}_{11|k}(y + \hat{\theta}_c - \theta_c) - \bar{F}_{11|k}(y)| + |\bar{F}_{01|k}(y + \hat{\theta}_c - \theta_c) - \bar{F}_{01|k}(y)| \\
&\leq \lambda_k^{-1}\left(\frac{1}{N}\sum_{i=1}^{N} d_{1i} 1\{|\tilde{y}_{1i} - y| \leq |\hat{\theta}_c - \theta_c|\}1\{w_i = \xi_k\} \\
&\quad + \frac{1}{N}\sum_{i=1}^{N} d_{0i} 1\{|\tilde{y}_{0i} - y| \leq |\hat{\theta}_c - \theta_c|\}1\{w_i = \xi_k\}\right),
\end{align*}
\]

we have

\[
B_N \max_k \int_{-B_N}^{B_N} |\bar{F}_{11|k}(v) - F_{1|k}(v)| dv \leq 3B_N^2 \max_k \sup_v |\bar{F}_{1|k}(v) - \bar{F}_{1|k}(v)| + 2B_N |\hat{\theta}_c - \theta_c|.
\]

By inequality (S6.11), we have \(B_N |\hat{\theta}_c - \theta_c| \leq C_B \epsilon\) with probability at least \(1 - \delta/3\) for sufficiently large \(N\). Using the similar arguments as those used to analyze \(I_{31}\) in the proof of Theorem ??, we can show

\[
B_N^2 \max_k \sup_v |\bar{F}_{1|k}(v) - \bar{F}_{1|k}(v)| \leq \epsilon
\]

with probability at least \(1 - \delta/6\) for sufficiently large \(N\). By applying the similar arguments to the second term of expression (S6.12), we have

\[
I_{1,\epsilon} \leq (48 + 32C_B)\epsilon
\]

with probability at least \(1 - 2\delta/3\) for sufficiently large \(N\). Thus we have proved that for any small positive numbers \(\epsilon\) and \(\delta\), we have

\[
|\hat{\theta}_L^2 - \tilde{\theta}_L^2| \leq (49 + 32C_B)\epsilon
\]

with probability at least \(1 - \delta\) for sufficiently large \(N\) and this implies the consistency of the estimator. 
\(\square\)
Further simulation results

To explore the reliability of the proposed confidence intervals (CIs), we consider the case where $\phi^2(\tau)$ attains the lower bound $\phi^2_L$. In this case, the asymptotic variance of $\sqrt{N}(\hat{\theta} - \theta)$ achieves its upper bound. According to the proof of the sharpness in Theorem ??, we can modify the finite populations considered in Section ?? to make $\phi^2(\tau)$ equal to $\phi^2_L$ without changing $\pi_k$, $F_{1|k}(y)$ or $F_{0|k}(y)$ ($k = 1, \ldots, K$). Then we conducted the simulation in the same way as in Section ?? in the main text under the modified finite populations. The average width (AW) and coverage rate (CR) of 95% CIs based on the naive lower bound zero (Neyman, 1990), the estimator of $\phi^2_{AL}$ (Aronow et al., 2014), the estimator of $\phi^2_{DL}$ (Ding et al., 2019) and the estimator of $\phi^2_L$ are summarized in the following table.

Comparing Table S1 with Table ?? in the main text, we find that the AWs are similar while the CRs are smaller in Table S1. This is because the bounds are all the same under the finite populations considered in Table S1 and Table ??, but the variance of $\hat{\theta}$ is larger here. The CI based on $\phi^2_L$ is still quite reliable in this case because its CR is close to 95%.

We then investigate the AW and CR of the CIs in randomized experiments with noncompliance similarly. The following table summarizes the average width (AW) and coverage rate (CR) of 95% CIs based on the naive
Table S1: Average widths (AWs) and coverage rates (CRs) of 95% CIs based on the naïve bound, $\phi^2_{AL}$, $\phi^2_{DL}$ and $\phi^2_L$ under different population sizes when $\phi^2(\tau)$ attains the lower bound $\phi^2_L (n_1 = n_0 = N/2)$

<table>
<thead>
<tr>
<th>Method</th>
<th>naïve</th>
<th>$\phi^2_{AL}$</th>
<th>$\phi^2_{DL}$</th>
<th>$\phi^2_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AW</td>
<td>CR</td>
<td>AW</td>
<td>CR</td>
</tr>
<tr>
<td>$N = 400$</td>
<td>1.511</td>
<td>96.4%</td>
<td>1.495</td>
<td>96.3%</td>
</tr>
<tr>
<td>$N = 800$</td>
<td>1.033</td>
<td>96.6%</td>
<td>1.025</td>
<td>96.4%</td>
</tr>
<tr>
<td>$N = 2000$</td>
<td>0.674</td>
<td>97.0%</td>
<td>0.669</td>
<td>96.9%</td>
</tr>
</tbody>
</table>

lower bound zero, and the estimator of lower bounds in Theorem ?? using and without using the covariate.

It can be seen that the CI based on LC is still quite reliable even when the asymptotic variance of $\hat{\theta}_c$ achieves its upper bound.
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Table S2: Average widths (AWs) and coverage rates (CRs) of 95% CIs based on the naive bound, HNL and HL under different population sizes when $\phi^2(\tau)$ attains the lower bound $\tilde{\phi}^2_L$. LNC: lower bound without covariate; HNC: upper bound without covariate; LC: lower bound with covariate; HC: upper bound with covariate ($n_1 = n_0 = N/2$)

<table>
<thead>
<tr>
<th>Method</th>
<th>naive</th>
<th>LNC</th>
<th>LC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AW</td>
<td>CR</td>
<td>AW</td>
</tr>
<tr>
<td>$N = 400$</td>
<td>2.186</td>
<td>96.7%</td>
<td>2.166</td>
</tr>
<tr>
<td>$N = 800$</td>
<td>1.553</td>
<td>97.0%</td>
<td>1.542</td>
</tr>
<tr>
<td>$N = 2000$</td>
<td>0.980</td>
<td>96.2%</td>
<td>0.973</td>
</tr>
</tbody>
</table>
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