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1. Introduction

This paper presents a new perspective on missing data by integrating causal

and counterfactual frameworks, reinterpreting missing data as a causal in-

ference problem. By drawing an analogy between missing data and unob-

served counterfactuals, the paper advances a structured approach to un-

derstanding and identifying parameters under different missingness mecha-

nisms, particularly in Missing Not At Random (MNAR) settings. Utilizing

Directed Acyclic Graphs (DAGs) and their extensions to missing data DAGs

(m-DAGs), this work provides a rigorous framework for characterizing de-

pendencies and assumptions in missing data problems. A key contribution

is the extension of the g-formula to accommodate counterfactual distri-

butions in missing data models, offering new insights and methodological
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advancements for addressing MNAR challenges.

Challenges in Rubin’s Hierarchy of Missing Data Mechanisms.

Rubin’s classification (Rubin, 1976) -Missing Completely at Random (MCAR),

Missing at Random (MAR), and Missing Not at Random (MNAR) - has

long served as the foundational framework for modeling missingness. How-

ever, this hierarchy introduces both conceptual and practical limitations,

especially under the MAR assumption. Specifically, MAR requires that

the missingness indicator R depends only on observed outcomes Y obs and

auxiliary covariates X, but not on the missing components Y mis:

P(R | Y obs, Y mis, X) = P(R | Y obs, X).

Simulating data that strictly conform to MAR is challenging due to the

implicit dependencies between Y obs and R. Since the observed data are

themselves a function of the missingness mechanism, defining a coherent

MAR structure across different patterns is nontrivial. These interdepen-

dencies expose foundational limitations in Rubin’s taxonomy.

Contributions of this paper. This work advances both the theory and

practice of missing data analysis by addressing the limitations of traditional

frameworks. The main contributions include:
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• Conceptual Innovation: By reframing missingness as a causal in-

ference problem, the paper bridges the gap between missing data

methodologies and causal inference, drawing on established tools such

as counterfactual reasoning and graphical modeling. This unified view

improves interpretability and conceptual coherence.

• Graphical Modeling via m-DAGs: The introduction of m-DAGs

provides a transparent way to encode assumptions and represent com-

plex dependencies. This approach enhances model specification and

facilitates clearer communication with stakeholders.

• Identification Theory: The framework extends identification the-

ory by applying counterfactual reasoning in MNAR settings, enabling

identification without restrictive parametric assumptions. Notably, it

demonstrates identification of the propensity score P (R | L(1)), high-

lighting the potential benefits of m-DAGs over conventional causal

inference DAGs (CI-DAGs).

2. Discussions

While the m-DAG framework provides conceptual clarity and theoretical

rigor, it also presents several challenges that warrant further discussion.
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2.1 Practicality and Assumption Validation

This section discusses practical challenges and outlines areas for future re-

search.

2.1 Practicality and Assumption Validation

The utility of m-DAGs in applied settings depends critically on the accu-

rate specification of causal structures, which may not be readily feasible.

Compared to conventional missing data assumptions, m-DAGs often impose

stronger and more explicit conditional independence requirements. These

assumptions are encoded graphically and analyzed using tools such as d-

separation and do-calculus.

This mirrors the broader debate in causal inference between DAG-based

and potential outcomes approaches. As noted by Imbens (2020), the DAG

framework has not been widely adopted in economics, partly due to a lack of

empirical applications demonstrating its advantages. Moreover, key iden-

tification strategies in econometrics - such as instrumental variables and

monotonicity - can be difficult to represent within DAGs.

These concerns also apply to m-DAGs. Their adoption may be hindered

by the difficulty of encoding complex real-world assumptions and the lack of

established estimation and inference tools aligned with graphical models.

The challenge intensifies in high-dimensional settings, where the number
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2.2 Sensitivity Analysis

of variables and potential missingness patterns grows rapidly. Validating

assumptions in such contexts requires substantial domain knowledge and

computational resources, raising questions about scalability and feasibility.

2.2 Sensitivity Analysis

Sensitivity analysis plays a crucial role in assessing the robustness of causal

assumptions. Recent work by Ding et al. (2023) reviews methods for evalu-

ating the no unmeasured confounding assumption in observational studies.

Similarly, DAGs can help researchers identify potential sources of bias be-

fore data collection (e.g., Faries et al., 2025).

However, implementing sensitivity analysis within m-DAGs is nontriv-

ial. A central question is how robust identification results are to plausible

violations of the assumed graph. For instance, if an edge is mistakenly omit-

ted or added - representing an incorrect independence assumption - what is

the impact on inference? Furthermore, when unmeasured confounders af-

fect both the missingness indicator and the outcome, how can one quantify

the resulting bias? If extensive sensitivity analyses are required to account

for these possibilities, does the approach become infeasible? Developing a

structured methodology for sensitivity analysis within the m-DAG frame-

work is crucial for ensuring its reliability and accountability in practical

Statistica Sinica: Preprint 
doi:10.5705/ss.202025.0165



2.3 Comparison with Alternative Identification Strategies

applications.

2.3 Comparison with Alternative Identification Strategies

In the current framework, rank preservation has been used to strengthen

identification results. However, an open question remains: are there alter-

native assumptions that could further enhance identification? Common as-

sumptions in econometrics and statistics, such as monotonicity and convex-

ity, may offer useful alternatives (e.g., the use of non-response shadow vari-

ables). Other strategies involve structural equation modeling (Miao et al.,

2022), where identification is assessed based on the number of equations and

parameters, or leveraging inverse problem-solving techniques (Yang et al.,

2019). Each identification strategy comes with distinct strengths and lim-

itations. A key challenge is determining how to balance these methods in

practice and under what conditions m-DAGs offer the most advantages.

2.4 Integrating Causal Inference and m-DAGs

An intriguing insight from the paper is that m-DAGs may provide enhanced

identification results compared to conventional causal inference DAGs (CI-

DAGs). This raises an important question: how can causal inference meth-

ods be effectively integrated with m-DAGs to address missing data prob-
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lems, which are increasingly prevalent in applied research?

Prior work suggests that the timing of missingness and treatment as-

signment is critical in causal analysis. For example, Yang et al. (2019)

employed a conditional independence assumption and completeness to es-

tablish identification. Other studies, such as Chu et al. (2025), introduced

shadow variables to estimate individual treatment regimes with one-sided

feedback, incorporating additional assumptions to identify the expected po-

tential outcome under a given treatment regime. A key question is whether

m-DAGs retain their advantages under such scenarios. Further research is

needed to determine the extent to which m-DAGs can be effectively com-

bined with existing causal inference methodologies to improve identification

in complex missing data problems.

3. Conclusion

The paper “Causal and Counterfactual Views of Missing Data Models”

offers a substantial contribution to the theory and practice of missing data

analysis by reframing it through the lens of causal inference. By introducing

missing data DAGs (m-DAGs) and leveraging counterfactual reasoning, the

authors develop a principled framework for addressing challenges specific to

Missing Not at Random (MNAR) mechanisms. This integration of causal

Statistica Sinica: Preprint 
doi:10.5705/ss.202025.0165



and missing data methodologies provides new insights into identification

and offers a pathway to more interpretable and robust analyses.

Future research should prioritize practical applications, including the

integration of m-DAGs with modern computational methods and machine

learning techniques. Additionally, addressing challenges related to scalabil-

ity and assumption validation remains critical for broader adoption. While

this framework presents a promising theoretical foundation, further empir-

ical studies are necessary to assess its practical advantages over traditional

missing data methods.
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