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Abstract: Suppose we are interested in the mean of an outcome that is subject to nonignorable

nonresponse. This paper develops new semiparametric estimation methods with instrumental

variables which affect nonresponse, but not the outcome. The proposed estimators remain con-

sistent and asymptotically normal even under partial model misspecifications for two variation

independent nuisance components. We evaluate the performance of the proposed estimators

via a simulation study, and apply them in adjusting for missing data induced by HIV test-

ing refusal in the evaluation of HIV seroprevalence in Mochudi, Botswana, using interviewer

experience as an instrumental variable.

Key words and phrases: Doubly robust estimation, Endogeneous selection, Exclusion restric-
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1. Introduction

Missing data are ubiquitous in the health and social sciences. Our motivating example

concerns a household survey in Mochudi, Botswana to estimate HIV seroprevalence

among adults. About 19% of the adults who were contacted for the survey have

missing final HIV status, mainly due to refusal to participate in the HIV testing com-

ponent. The nonresponse is said to be ignorable if, conditional on the fully observed
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variables, it is independent of the underlying HIV status (Rubin, 1976; Rubin and

Little, 2019). In this case, the HIV seroprevalence among respondents is representa-

tive of the overall HIV seroprevalence in the population, within strata of the observed

variables. Nonetheless, ignorability is a strong assumption which may be untenable

in practice; for instance, HIV testing refusal may be entangled with features of the

underlying HIV status in the household survey. The problem of nonignorable nonre-

sponse has therefore received much attention in the missing data literature. Robins

et al. (2000) described a general class of models which requires a priori specification

of a selection bias parameter that encodes the residual association of the nonresponse

mechanism with the outcome of interest, after adjusting for the fully observed vari-

ables. It coincides with the widely adopted exponential tilting model in the special

case where this residual association is captured on the log odds ratio scale (Vanstee-

landt et al., 2007; Kim and Yu, 2011; Miao et al., 2024; Miao and Tchetgen Tchet-

gen, 2016; Shao and Wang, 2016). When the selection bias or tilting parameter in

the exponential tilting model is a priori known or can be estimated from external

data, functionals of the complete data distribution such as the outcome mean can

be estimated based on either the inverse propensity weighting or regression approach

(Scharfstein et al., 1999; Vansteelandt et al., 2007; Kim and Yu, 2011). These two

approaches can be carefully combined to obtain doubly robust estimators which re-

main consistent and asymptotically normal if either the propensity score or regression

model, but not necessarily both, is correctly specified. Such methods have grown in

popularity in recent years for estimation with missing data and other forms of coars-

ening, as they effectively double one’s chances to obtain valid inference (Robins et al.,

1994; Scharfstein et al., 1999; Robins and Rotnitzky, 2001; van der Laan and Robins,
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2003; Bang and Robins, 2005; Tsiatis, 2007; Molenberghs et al., 2014; Seaman and

Vansteelandt, 2018; Chernozhukov et al., 2022). Furthermore, these methods are also

locally semiparametric efficient because they are able to achieve the semiparametric

efficiency bound when all the model specifications hold.

Doubly robust methods when the tilting parameter is unknown are far less de-

veloped and generally require specific, non-trivial constructions. Miao and Tchet-

gen Tchetgen (2016) and Miao et al. (2024) developed doubly robust inference by

leveraging a shadow variable which affects the outcome but not the nonresponse.

Such a variable may be available in many empirical studies, and has played a promi-

nent role in semiparametric estimation with nonignorable nonresponse (Liang and

Qin, 2000; Tang et al., 2003; Chen et al., 2009; d’Haultfoeuille, 2010; Wang et al.,

2014; Zhao and Shao, 2015; Shao and Wang, 2016; Zhao and Ma, 2022; Li et al.,

2023). Another approach involves instrumental variables which affect nonresponse,

but not the outcome. The instrumental variable approach has a longstanding tra-

dition in econometrics (Heckman, 1974, 1979; Manski, 1990; Ahn and Powell, 1993;

Powell, 1994; Das et al., 2003), and has witnessed renewed interests in the health

and social sciences by leveraging certain operational features of a study (Lepkowski

et al., 2002; Schräpler, 2004; Nicoletti and Peracchi, 2005; Bärnighausen et al., 2011;

Tchetgen Tchetgen and Wirth, 2017; Sun et al., 2018; Marden et al., 2018). In the

motivating example, interviewers are randomly deployed prior to the survey, possibly

given the values of baseline covariates such as administrative regions. Therefore, in-

terviewer characteristics such as years of experience constitute candidate instruments

which likely influence the response rates of individuals contacted for the survey, but

are independent of the individuals’ underlying outcomes of interest, within strata of
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the baseline covariates.

Sun et al. (2018) established the semiparametric efficiency theory for estimating

the outcome mean with instrumental variables when the tilting parameter is unknown.

They also proposed a doubly robust estimator of the outcome mean based on the

widely adopted odds ratio factorization of the complete data distribution, in which

the outcome density among nonrespondents can be expressed as an exponential tilting

of the density among respondents (Robins and Rotnitzky, 2001; Vansteelandt et al.,

2007; Kim and Yu, 2011; Miao et al., 2024; Miao and Tchetgen Tchetgen, 2016;

Shao and Wang, 2016; Riddles et al., 2016; Malinsky et al., 2022); see Kim and

Shao (2021) for a recent review. However, as we show later in the paper, doubly

robust inference with instrumental variables is complicated by the fact that, under

this widely adopted factorization, the models for different components of the complete

data distribution are in fact variationally dependent. Therefore, any choice of one

model imposes a priori restrictions on the range of possible models for the remaining

components, which implies that we may not have two independent opportunities for

valid inference. Furthermore, one may in fact rule out the possibility of achieving local

semiparametric efficiency due to possible lack of model compatibility, which leaves a

gap in the nonignorable missing data literature. The main contribution of our paper is

to provide explicit construction of novel doubly robust and locally efficient estimators

which resolves these issues through an alternative factorization of the complete data

distribution that naturally encodes the instrumental variable assumptions.
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2. Preliminaries

2.1 Model and assumptions

The full data W = (Y, Z, U) has support W = (Y × Z × U). Here Y is an outcome

of interest, Z an instrumental variable, and U = (U1, ..., UL) consists of L measured

baseline covariates. Suppose that X = (Z,U) is fully observed, but Y is subject to

missingness. Let R ∈ {0, 1} denote the binary random variable indicating missingness

status, with R = 1 if Y is observed and R = 0 otherwise. We assume that the

distribution of the complete data (R,W ) has density

p(r, w) = π(w)r{1− π(w)}1−rp(w),

with respect to some appropriate dominating measure, where π(w) = p(R = 1 | w)

denotes the extended propensity score which captures the nonresponse mechanism,

and p(w) is the full data density. Throughout, we make the following positivity

assumption, which is necessary for identification of the complete data distribution

and smooth functionals of the latter, and ensures finite asymptotic variance of the

proposed estimators (Rotnitzky et al., 1998).

Assumption 1. π(w) > σ > 0 for all w ∈ W , where σ is a fixed positive constant.

Let p(r, w;φ) denote a model for the complete data density indexed by φ, which

may be infinite dimensional. We are interested in identifying φ from the observed

data distribution, which is captured by p(x;φ) and p(y,R = 1 | x;φ). More formally,

the parameter φ is said to be identified from the observed data, if there exists a one-

to-one mapping between φ and {p(x;φ), p(y,R = 1 | x;φ)}. It is well known that

φ cannot be identified from the observed data in the absence of further assumptions
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(Robins and Ritov, 1997; Robins et al., 2000; van der Laan and Robins, 2003). In this

paper, we adopt the instrumental variable framework by assuming that Z should affect

nonresponse, but not the outcome, within strata of measured baseline covariates.

Assumption 2. Z ⊥̸⊥ R | U (instrumental variable relevance). Z ⊥ Y | U (exclusion

restriction).

Assumption 2 is consistent with the identifiability conditions in prior works with

instrumental variables (Heckman, 1974, 1979; Manski, 1990; Ahn and Powell, 1993;

Powell, 1994; Das et al., 2003; Tchetgen Tchetgen and Wirth, 2017; Sun et al., 2018).

The exclusion restriction implies that the model for the full data density can be

factorized as p(w;ψ, β, ζ) = p(y | u;ψ)p(z | u; β)p(u; ζ). Nonetheless, φ cannot be

identified from the observed data even with exclusion restriction, as illustrated by the

following example.

Example 1. Suppose Y = Z = {0, 1}, and there are no baseline covariates. Then we

are able to identify the five parameters p(y,R = 1 | z), p(Z = 1) from the observed

data, but under assumption 2, there are six unknown parameters p(Y = 1), p(Z = 1)

and p(R = 1 | y, z), which remains unidentifiable by parameter counting.

Therefore, we need to restrict the candidates for the complete data distribution

to an even smaller set. Specifically, a working parametric model is assumed for the

selection bias function

h(y, x) = log

{
p(R = 1 | y, x)/p(R = 0 | y, x)

p(R = 1 | Y = 0, x)/p(R = 0 | Y = 0, x)

}
, (2.1)

which encodes our a priori belief of the way in which the underlying outcome af-

fects the response mechanism on the log odds ratio scale. This implies the following

Statistica Sinica: Preprint 
doi:10.5705/ss.202023.0383



7

semiparametric exponential tilting model for the propensity score,

π(w; η, γ) = expit{η(x) + h(y, x; γ)}, (2.2)

where expit(t) = 1/{1 + exp(−t)} is the inverse logit function, η(x) is an unknown

function, and h(y, x; γ) is a known function smooth in the finite-dimensional parameter

γ ∈ Rpγ , which satisfies h(0, x; γ) = 0 based on the odds ratio representation (2.1). In

addition, the parameterization is typically chosen to be such that h(y, x; 0) = 0, so that

γ = 0 corresponds to the ignorable nonresponse mechanism. A common specification

is h(y, x; γ) = γy (Kim and Yu, 2011; Shao and Wang, 2016), and in general the

selection bias function can be specified more flexibly to allow for dependence of such

effects on fully observed covariates.

The missingness is nonignorable if and only if the true parameter value γ0 ̸= 0.

As γ0 is not identified in the absence of further assumptions, sensitivity analysis has

been proposed whereby one conducts inferences assuming γ = γ0 is completely known

and repeats the analysis upon varying the assumed value of γ (Rotnitzky et al., 1998;

Scharfstein et al., 1999; Robins et al., 2000; Vansteelandt et al., 2007). Kim and Yu

(2011) assumed that γ0 is known or can be estimated using external data, while Miao

et al. (2024) and Shao and Wang (2016) used shadow variables to estimate γ0. In this

paper, we follow the instrumental variable approach of Sun et al. (2018) and assume

that the following condition holds for identification.

Assumption 3. The semiparametric exponential tilting model (2.2) is correctly spec-

ified. Furthermore, for any given u ∈ U , the ratio π(w; η1, γ1)/π(w; η2, γ2) is either a

constant or varies with z for any two values (η1, γ1) and (η2, γ2) of (η, γ).

Note that assumption 3 does not impose further restrictions on the full data

Statistica Sinica: Preprint 
doi:10.5705/ss.202023.0383



8

density model p(w;ψ, β, ζ). In the supplementary material, we show that assumptions

1–3 are sufficient for identification of the complete data distribution from the observed

data.

2.2 Prior works

We briefly review existing methods in the nonignorable missing data literature under

semiparametric exponential tilting model (2.2). If γ = γ0 is known, then the outcome

mean µ0 = E(Y ) can be estimated using either the inverse propensity weighting or

regression approach (Scharfstein et al., 1999; Vansteelandt et al., 2007; Kim and Yu,

2011), based on the representations

µ0 = E
{

RY

π(W )

}
,

or

µ0 = E{RY + (1−R)E(Y | R = 0, X)},

respectively. For the inverse propensity weighting approach, the unknown function

η(x) is nonparametrically identified based on the conditional moment restriction,

E
{

R

π(W ; η, γ)
− 1

∣∣∣∣X}
= 0, (2.3)

for each fixed value of γ (Vansteelandt et al., 2007; Kim and Yu, 2011; Shao and Wang,

2016). For the second representation, the odds ratio factorization of the complete

data distribution is widely adopted, in which the density among nonrespondents can

be expressed as an exponential tilting of the density among respondents,

p(y | R = 0, x; γ) =
exp{−h(y, x; γ)}p(y | R = 1, x)∫

Y exp{−h(t, x; γ)}p(t | R = 1, x)dν(t)
, (2.4)

where ν is an appropriate dominating measure (Chen, 2007; Vansteelandt et al., 2007;

Tchetgen Tchetgen et al., 2010; Kim and Yu, 2011; Riddles et al., 2016). Thus, if
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γ = γ0 is known or can be estimated using external data, then estimation of µ0 entails

estimation of either η(x) or p(y | R = 1, x). When X is high-dimensional or con-

tains numerous continuous components, we can specify parametric or semiparametric

models for these unknown functions. In the absence of further restrictions, the param-

eterization of the models for η(x) and p(y | R = 1, x) are variationally independent

(Chen, 2007). This provides the basis for doubly robust inference about the outcome

mean if either the model for η(x) or p(y | R = 1, x) is correctly specified (Vansteelandt

et al., 2007). In particular, the value γ = 0 corresponds to doubly robust inference

under ignorable nonresponse.

If the true value γ0 is unknown, Miao et al. (2024), Miao and Tchetgen Tchetgen

(2016) and Sun et al. (2018) developed doubly robust inference for µ0 under a similar

odds ratio factorization of the complete data distribution. However, the possibility for

genuine doubly robust inference with instrumental variables is complicated by the fact

that the models for η(x) and p(y | R = 1, x) are variationally dependent under the

exclusion restriction of assumption 2. To characterize this dependency, the propensity

score π̃(x) = p(R = 1 | x) can be expressed under model (2.2) as π̃(x) = 1/{1+ ι(x)},

where ι(x) = E[exp{−η(X) − h(Y,X; γ)} | R = 1, X = x] (Kim and Shao, 2021,

Lemma 8.1). The outcome density conditional on fully observed values is given by

p(y | x) = p(y | R = 1, x)π̃(x) + p(y | R = 0, x){1− π̃(x)}. (2.5)

Assumption 2 imposes the additional exclusion restriction that p(y | z, u) = p(y | u)

for all w ∈ W , which induces variation dependency between the models for η(x) and

p(y | R = 1, x).
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2.3 Alternative factorization

In this paper, we develop novel estimators of µ0 in the semiparametric model M

defined by assumptions 1–3,

p(r, w;φ) = π(w; η, γ)r{1− π(w; η, γ)}1−r p(y | u;ψ)p(z | u; β)p(u; ζ)︸ ︷︷ ︸
p(w;ψ,β,ζ)

,

where γ is finite-dimensional and (η, ψ, β, ζ) is infinite-dimensional. The full data den-

sity is clearly separated from the nonresponse mechanism in the factorization above.

This naturally encodes the exclusion restriction of assumption 2, which operates on

the full data distribution, rather than on subpopulations defined by the nonresponse

status. Furthermore, ψ and β are variationally independent, in the sense that any

appropriate choice of ψ and β would result in a density in M. Therefore, the models

p(y | u;ψ) and p(z | u; β) can be specified separately without concerns about incom-

patibility. We show in the paper that estimation of µ0 requires consistent estimation

of at least a subset of the nuisance parameters (η, ψ, β). In modern studies, a broad

collection of baseline covariates and operational features are usually recorded. When

X is high-dimensional or contains several continuous components, nonparametric esti-

mation is typically infeasible in the moderate sample sizes that are found in practice,

as the data are too sparse due to the curse of dimensionality (Robins and Ritov,

1997). Thus, we are often forced to specify more stringent dimension-reducing models

η(x; ξ), p(y | u;ψ) and p(z | u; β). Although in principle these models could be made

as flexible as allowed by the sample size, we focus on parametric specifications in this

paper to ease exposition.

To mitigate the effects of model misspecifications, we develop novel semiparamet-

ric estimators of µ0 which remain consistent and asymptotically normal in a union
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model, where either one, but not necessarily both, of the following modeling assump-

tions hold:

(1) The models η(x; ξ) and p(z | u; β) are correctly specified such that η(x) =

η(x; ξ0) and p(z | u)=p(z | u; β0) for some unknown finite-dimensional parameter

vectors ξ0 and β0;

(2) The models η(x; ξ) and p(y | u;ψ) are correctly specified such that η(x) =

η(x; ξ0) and p(y | u) = p(y | u;ψ0) for some unknown finite-dimensional param-

eter vectors ξ0 and ψ0;

Accordingly, we define the submodels M1, M2 of M which correspond to models (1),

(2) respectively. Thus, the proposed estimators are doubly robust, as they deliver

valid inferences in the union model ∪j=1,2Mj where η(x; ξ) (and hence the paramet-

ric extended propensity score model) is correctly specified, and either p(z | u; β) or

p(y | u;ψ) is correctly specified. The proposed methodology requires correct speci-

fication of the model for η(x), and therefore differs from the typical doubly robust

inference when γ = γ0 is known, where either the model for η(x) or p(y | R = 1, x),

but not necessarily both, is correctly specified. It also differs from the doubly robust

inference with instrumental variables proposed by Sun et al. (2018) when γ0 is un-

known, where the model for p(z | u) is correctly specified, and either the model for

η(x) or p(y | R = 1, x) is correctly specified. Specifying separate models for η(x)

and p(y | R = 1, x) in a way that respects exclusion restriction is difficult, as they

are inextricably entwined in the conditional density p(y | x). On the other hand,

because ψ and β are variationally independent under exclusion restriction, the pro-

posed methodology provides the analyst with two genuine independent opportunities
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to obtain valid inference.

2.4 Notation

Throughout, we use AT to denote the transpose of a vector or matrix A, and A1 ⊗A2

to denote the Kronecker product of two vectors or matrices A1 and A2. Estimation

and inference are based on an independent and identically distributed observed data

sample (O1, ..., On), where O = (R,RY,X). We denote the empirical measure as Pn

so that empirical averages may be written as n−1
∑n

i=1{m(Oi)} = Pn{m(O)}. For an

arbitrary function f(W ) of the full dataW , denote f †(W ) = E{f(W ) | X}+E{f(W ) |

Y, U} − E{f(W ) | U}.

2.5 An example with binary outcome and instrumental variable

We illustrate the key ideas with binary outcome and instrumental variable, Y =

Z = {0, 1}. In this case, the exclusion restriction in assumption 2 is equivalent to

Cov(Y, Z | U) = 0, which can be captured by the moment restriction E[Y {Z − p(Z =

1 | U)} | U ] = 0. The main idea is that we can replace the moment function with its

inverse propensity weighted form, to create the following observed data conditional

moment restriction for the tilting parameter γ,

E
[

R

π(W ; η, γ)
Y {Z − p(Z = 1 | U)}

∣∣∣∣U] = 0, (2.6)

which implies the following unconditional form,

E
[

R

π(W ; η, γ)
d(U)Y {Z − p(Z = 1 | U)}

]
= 0, (2.7)

where d(u) ∈ Rpγ is a user-specified, vector-valued function with linearly independent

elements. In principle, we can construct a semiparametric two-step estimator γ̂ of γ0
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which solves the following empirical analogue of (2.7),

Pn
[

R

π(W ; η̂, γ)
d(U)Y {Z − p̂(Z = 1 | U)}

]
= 0,

where η̂(x) is a nonparametric estimator of η(x) based on (2.3) for each fixed value

of γ, and p̂(Z = 1 | u) is a nonparametric estimator of p(Z = 1 | u). We can then

construct the following Hájek (1971) estimator of the outcome mean,

µ̂ = Pn
{

RY

π(W ; η̂, γ̂)

}/
Pn

{
R

π(W ; η̂, γ̂)

}
.

On the other hand, the zero conditional covariance restriction under assumption

2 can also be captured by the moment restriction E[{Y − p(Y = 1 | U)}Z | U ] = 0.

This yields the observed data conditional moment restriction

E
[

R

π(W ; η, γ)
{Y − p(Y = 1 | U)}Z

∣∣∣∣U] = 0. (2.8)

In contrast to the previous approach, p(Y = 1 | u) cannot be directly estimated from

observed data, but instead can be implicitly defined as the solution to the following

inverse propensity weighted moment restriction,

E
[

R

π(W ; η, γ)
{Y − p(Y = 1 | U)}

∣∣∣∣U] = 0. (2.9)

A key observation is that (2.8) and (2.9) are functionally different. We can then con-

struct a semiparametric two-step estimator of γ0 which solves the following empirical

moment condition for some vector-valued function d(u) ∈ Rpγ ,

Pn
[

R

π(W ; η̂, γ)
d(U){Y − p̂(Y = 1 | U)}Z

]
= 0,

where η̂(x) is a nonparametric estimator of η(x) based on (2.3), and p̂(Y = 1 | u) is a

nonparametric estimator of p(Y = 1 | u) based on (2.9), for each fixed value of γ. A

Hájek (1971) estimator of the outcome mean can be constructed similarly.
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The preceding two approaches require estimation of η(x), and either p(z | u)

or p(y | u). In the presence of possibly high-dimensional X, we can perform infer-

ence under working parametric specifications η(x; ξ), p(z | u; β) and p(y | u;ψ). We

obtain θ̂ = (ξ̂T, β̂T, ψ̂T)T, for each fixed value of γ, as the solution to the following

unconditional empirical moments,

Pn
[{

R

π(W ; ξ, γ)
− 1

}
∂η(X; ξ)

∂ξ

]
= 0;

Pn
{
∂ log p(Z | U ; β)

∂β

}
= 0; (2.10)

Pn
[{

R

π(W ; ξ, γ)

}
∂ log p(Y | U ;ψ)

∂ψ

]
= 0.

3. Doubly Robust Inference

3.1 Semiparametric theory

The construction of the Hájek (1971) estimators of µ0 in the previous section involves

preliminary estimation of the tilting parameter γ0. As γ0 encodes the degree of depar-

ture from ignorability, it is also sometimes of interest in its own right in missing data

problems. To simplify the presentation, in this section we consider joint estimation

of the unknown (pγ + 1)-dimensional parameter ϕ0 = (µ0, γ
T
0 )

T. The construction of

doubly robust estimators of ϕ0 is often motivated by the form of the influence func-

tion in M (Robins and Rotnitzky, 2001; Chernozhukov et al., 2022). Specifically, any

regular and asymptotically linear estimator ϕ̂ of ϕ0 in M satisfies

n1/2(ϕ̂− ϕ0) = n1/2Pn{Ψ(O;ϕ0)}+ op(1),

where the i-th influence function Ψ(Oi) represents the influence of the i-th observation

on the estimator (Pfanzagl, 1982; Bickel et al., 1993; Newey, 1994; van der Laan and
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Robins, 2003; Tsiatis, 2007). The estimation theory for ϕ0 under general semipara-

metric models for the nonresponse mechanism has been previously developed (Robins

et al., 2000; van der Laan and Robins, 2003). The result below, proved in Sun et al.

(2018), provides an application of the general theory to model M.

Result 1. The observed data influence function of any regular and asymptotically

linear estimator of ϕ0 in M is given by

Ψ(O;ϕ0, c, d) = −

[
E
{
∂g(O;ϕ, c, d)

∂ϕ

} ∣∣∣∣
ϕ=ϕ0

]−1

g(O;ϕ0, c, d),

for some functions c(W ) ∈ R and d(W ) ∈ Rpγ of the full data W , where

g(O;ϕ, c, d) =
Rq(W ;µ, c, d)

π(W ; γ)
+

{
1− R

π(W ; γ)

}
E {q(W ;µ, c, d)|R = 0, X; γ},

and

q(W ;µ, c, d) =


Y − µ+ c(W )− c†(W )

d(W )− d†(W )

 ∈ Rpγ+1.

The function g(O;ϕ, c, d) has the familiar inverse probability weighted form in miss-

ing data literature, augmented by an additional term involving the nonrespondents

(Robins et al., 1994, 2000; van der Laan and Robins, 2003).

Example 2. In the special case with Y = Z = {0, 1}, any function of the full

data W can be expressed as f(W ) = f0(U) + Y fy(U) + Zfz(U) + Y Zfyz(U), where

{f0(U), fy(U), fz(U), fyz(U)} are functions of the same dimension as f(W ). It can be

shown that

f(W )− f †(W ) = fyz(U){Y − p(Y = 1 | U)}{Z − p(Z = 1 | U)}.

The example generalizes directly to discrete outcome and instrument taking val-

ues in Y = {0, 1, ..., ℓy} and Z = {0, 1, ..., ℓz}, respectively. Let v1(Y ) = {I(Y =
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1), ..., I(Y = ℓy)}T and v2(Z) = {I(Z = 1), ..., I(Z = ℓz)}T, where I(·) is the indicator

function. Then for any function of the full data W ,

f(W )− f †(W ) = fyz(U){v1(Y )− E(v1(Y ) | U)} ⊗ {v2(Z)− E(v2(Z) | U)},

for some conformable fyz(U).

Example 3. If at least one of Y and Z is continuous, inspired by the discrete case,

we can simply discretize the continuous variables or use their moments. For example,

if both Y and Z are continuous, we can consider the vectors v1(Y ) = (Y, Y 2, ..., Y py)T

and v2(Z) = (Z,Z2, ..., Zpz)T, for some positive integers py and pz.

3.2 Influence function-based doubly robust estimators

Following Robins and Rotnitzky (2001) and Chernozhukov et al. (2022), we can use

g(O;ϕ, c, d) as a moment function to estimate ϕ0. Evaluation of g(O;ϕ, c, d) relies on

{η(x), p(z | u), p(y | u)}, which are directly targeted by the proposed approach. In

particular, we note that the conditional outcome density among non-respondents can

be expressed as

p(y | R = 0, x; γ) =
{1− π(y, x; γ)}p(y | u)

1−
∫
Y π(t, x; γ)p(t | u)dν(t)

, (3.1)

which differs from (2.4) in terms of parameterization. When the baseline covariates

include multiple continuous components, {η(x), p(z | u), p(y | u)} can be estimated un-

der user-specified, dimension-reducing parametric specifications {η(x; ξ), p(z | u; β), p(y |

u;ψ)}, which allows for simpler conditions for asymptotic normality. Let m(O; γ, θ)

denote the stacked moment functions in (2.10) for the parameter θ = (ξT, βT, ψT)T.

The proposed influence function-based estimator (ϕ̂T(c, d), θ̂T)T then solves

Pn{gT(O;ϕ, θ, c, d),m(O; γ, θ)}T = 0.
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The asymptotic property of ϕ̂(c, d) is given in the next proposition, where θ̄ =

(ξ̄T, β̄T, ψ̄T)T denotes the probability limit of θ̂.

Proposition 1. Under standard regularity conditions for moment estimation (Newey

and McFadden, 1994), the estimator ϕ̂(c, d) admits the following asymptotic expansion

in the union model ∪j=1,2Mj,

n1/2(ϕ̂(c, d)− ϕ0) = −n1/2

[
E
{
∂

∂ϕ
G(O;ϕ, θ̄, c, d)

}∣∣∣∣
ϕ=ϕ0

]−1

Pn{G(O;ϕ0, θ̄, c, d)}+ op(1),

where

G(O;ϕ, θ̄, c, d) = g(O;ϕ, θ̄, c, d)

− E
{
∂

∂θ
g(O;ϕ0, θ, c, d)

}∣∣∣∣
θ=θ̄

E
{
∂

∂θ
m(O; γ0, θ)

}−1∣∣∣∣
θ=θ̄

m(O; γ, θ̄).

Furthermore, at the intersection submodel ∩j=1,2Mj where all the working parametric

models are correctly specified, ϕ̂(c, d) admits the asymptotic expansion

n1/2{ϕ̂(c, d)− ϕ0} = n1/2Pn{Ψ(O;ϕ0, c, d)}+ op(1).

The first part of proposition 1 is due to the following double robustness property,

E{g(O;ϕ0, ξ̄, β̄, ψ̄, c, d)} = 0, (3.2)

if either {η(x; ξ̄), p(z | u; β̄)} = {η(x), p(z | u)} or {η(x; ξ̄), p(y | u; ψ̄)} = {η(x), p(y |

u)}. Thus, deviations of p(z | u; β̄) or p(y | u; ψ̄) away from the truth has no global ef-

fect on the moment condition. The second part of proposition 1 states that estimation

of the nuisance parameter θ has no first-order effect on the asymptotic expansion of

ϕ̂(c, d) at the intersection submodel ∩j=1,2Mj where {η(x; ξ̄), p(z | u; β̄), p(y | u; ψ̄)} =

{η(x), p(z | u), p(y | u)}. This is a general property of estimators that are constructed

based on influence functions due to Neyman orthogonality (Chernozhukov et al., 2022),
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which allows for simplification of the asymptotic variance formula. However, in gen-

eral this simplification is lost as soon as one of the working models p(z | u; β) or

p(y | u;ψ) is misspecified (Vermeulen and Vansteelandt, 2015).

3.3 Local efficiency

When both Y and Z are discrete, the efficient influence function in M is indexed by

the optimal choice (c, d) = (c∗, d∗), which is characterized in the supplementary mate-

rial. At the intersection submodel ∩j=1,2Mj, the influence function of ϕ̂(c, d) coincides

with Ψ(O;ϕ0, c, d), and hence the asymptotic variance of ϕ̂(c∗, d∗) attains the semi-

parametric efficiency bound V = E{Ψ(O;ϕ0, c
∗, d∗)Ψ(O;ϕ0, c

∗, d∗)T} (local efficiency).

In practice, we can implement a doubly robust and locally efficient estimator of ϕ0

based on a preliminary, consistent estimator of the optimal index functions, which we

describe in the supplementary material. The results in Robins and Rotnitzky (2001)

show that the efficiency bound in the union model ∪j=1,2Mj coincides with the semi-

parametric efficiency bound V in M. Therefore, ϕ̂(c∗, d∗) also attains the efficiency

bound in ∪j=1,2Mj at the intersection submodel ∩j=1,2Mj. When at least one of

Y and Z is continuous, the efficient influence function is typically not available in

closed form. In this case, we can construct a doubly robust and approximately locally

efficient estimator of ϕ0, which is described in Sun et al. (2018).

3.4 A computationally simpler doubly robust estimator

The implementation of ϕ̂(c, d) requires evaluation of the conditional outcome density

among non-respondents given in (3.1). It is generally difficult to evaluate the integral

in the denominator. For example, no closed form result for the logistic-normal inte-
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gral is known, although various approximations have been proposed in the literature

(Crouch and Spiegelman, 1990). In this section, we propose a computationally sim-

pler doubly robust estimator in the union model ∪j=1,2Mj which avoids the numerical

integration. The key observation is that double robustness (3.2) continues to hold for

the inverse propensity weighted function g̃(O;ϕ, c, d) = Rq(W ;µ, c, d)/π(W ; γ) which

excludes the augmentation term involving non-respondents. Let (ϕ̃T(c, d), θ̂T)T denote

the joint solution to

Pn{g̃T(O;ϕ, θ, c, d),m(O; γ, θ)}T = 0.

Example 4. To illustrate the proposed computationally simpler doubly robust es-

timators, suppose Y = Z = {0, 1} and we set c(W ) = 0. In this case, following

the examples in section 2.5, estimation based on g̃(O;ϕ, c = 0, d) can proceed in two

stages. In the first stage, (γ̃T, θ̃T)T solves (2.10) jointly with

Pn
[

R

π(W ; ξ, γ)
dyz(U){Y − p(Y = 1 | U ;ψ)}{Z − p(Z = 1 | U ; β)}

]
= 0,

for some dyz(U) ∈ Rpγ . Then the Hájek (1971) estimator µ̃ of the outcome mean can

be constructed with the estimated inverse propensity weights {Ri/π(Wi; ξ̃, γ̃) : i =

1, ..., n}.

The asymptotic property of ϕ̃(c, d) is summarized in the next proposition.

Proposition 2. Under standard regularity conditions for moment estimation (Newey

and McFadden, 1994), the estimator ϕ̃(c, d) admits the following asymptotic expansion

in the union model ∪j=1,2Mj,

n1/2(ϕ̃(c, d)− ϕ0) = −n1/2

[
E
{
∂

∂ϕ
G̃(O;ϕ, θ̄, c, d)

}∣∣∣∣
ϕ=ϕ0

]−1

Pn{G̃(O;ϕ0, θ̄, c, d)}+ op(1),
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where

G̃(O;ϕ, θ̄, c, d) = g̃(O;ϕ, θ̄, c, d)

− E
{
∂

∂θ
g̃(O;ϕ0, θ, c, d)

}∣∣∣∣
θ=θ̄

E
{
∂

∂θ
m(O; γ0, θ)

}−1∣∣∣∣
θ=θ̄

m(O; γ, θ̄).

The asymptotic variance of ϕ̃(c, d) cannot attain the efficiency bound in M (and

hence also in ∪j=1,2Mj) even at the intersection submodel ∩j=1,2Mj. Therefore,

the estimator ϕ̃(c, d) is doubly robust but not locally efficient, and intuitively this

is because it fails to incorporate the information from non-respondents when all the

working models are correctly specified. Nonetheless, because we have already paid

homage to the need for efficiency by using parametric models, the potential prize of

attempting to attain local efficiency may not always be worth the chase in view of

the additional computational demands. As the goal of this paper is to produce a

statistically sound and practically useful method to tackle nonignorable missing data,

we will focus on the estimator ϕ̃(c, d) in the simulation study and application.

4. Simulation Studies

In order to investigate the finite-sample properties of the doubly robust estimator

proposed in Section 3, we perform Monte Carlo simulations involving identical and

independently generated data {O1, ..., On}. The baseline covariate U = (U1, U2)
T is

generated from a bivariate normal distribution N(0,Σ), where the elements of Σ are

σ2
1 = σ2

2 = 1 and σ12 = 0.2. Conditional on U , (R, Y, Z) is generated from the
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following generalized linear models consistent with assumptions 1–3,

Z | U ∼ Bernoulli{p1 = expit(1 + 2U1 − U2 − 0.8U1U2)},

Y | Z,U ∼ Bernoulli{p2 = expit(0.5− 2U1 + U2)},

R | Y,X ∼ Bernoulli{π = expit(2− 3Z + 0.8U1 + U2 + γY )},

where γ = 2. We implement the proposed doubly robust estimator ϕ̃(c, d) = (µ̃, γ̃)T

with c(w) = 0, d(w) = yz based on the models π(w; ξ, γ) = expit{(hT
1 (u), z)

Tξ + γy},

p(Z = 1 | u; β) = expit{h2(u)β} and p(Y = 1 | u;ψ) = expit{h3(u)ψ} under the

following five scenarios. The model for η(x), p(Z = 1 | u) or p(Y = 1 | u) is

misspecified if hj(u) = (1, u1, u
2
1) for j = 1, 2 or 3, respectively.

(C1) Models for {η(x), p(Z = 1 | u), p(Y = 1 | u)} are all correct.

(C2) Models for {η(x), p(Y = 1 | u)} are correct, but misspecified for p(Z = 1 | u).

(C3) Models for {η(x), p(Z = 1 | u)} are correct, but misspecified for p(Y = 1 | u).

(C4) Models for {p(Z = 1 | u), p(Y = 1 | u)} are correct, but misspecified for η(x).

(C5) Models for {η(x), p(Z = 1 | u), p(Y = 1 | u)} are all misspecified.

To compare µ̃ with the doubly robust estimator µ̂dr proposed by Sun et al. (2018), we

specify the working parametric model p(Y = 1 | R = 1, x;ψ1, λ) = expit{h3(u)ψ1+λz}

under (C1)–(C5) to evaluate its use in practice. In addition, we implement the

complete-case estimator of the outcome mean µ̂cc = Pn(RY ), as well as the infea-

sible full-data estimator µ̂full = n−1
∑n

i=1 Yi as performance benchmark. For infer-

ence, we construct 95% Wald confidence intervals based on the sandwich estimator of

asymptotic variance.
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The following remarks can be made based on the results of 1000 simulation repli-

cates of sample size n = 500, 1000 or 5000 summarized in Table 1. The complete-case

estimator µ̂cc exhibits severe bias and undercoverage. In agreement with theory, µ̃

performs well in terms of bias and coverage cross scenarios (C1)–(C3), but is biased

under (C4) and (C5) with misspecified model for η(x). The estimator µ̂dr shows negli-

gible bias and coverage proportion close to the nominal level under scenarios (C1) and

(C3), but is biased under (C2) and (C5) with misspecified model for p(Z = 1 | u). It

also has small but noticeable bias under (C4). The relative efficiency of µ̃ compared

to the full-data estimator µ̂full is approximately 0.15 based on Monte Carlo variance

at n = 5000. The supplementary material contains additional Monte Carlo simulation

results under violations of the exclusion restriction in assumption 2, as well as with a

continuous Y .

5. Illustration

To illustrate the proposed method, we analyze the household survey data on n =

4997 adults between the ages of 16 and 64 in Mochudi, Botswana, out of whom

4045 (81%) had complete information on HIV testing. The majority of those who

did not have HIV test results refused to participate in the HIV testing component.

The baseline covariates include participant gender (U1) and age in years (U2), while

the candidate outcome instrument Z is a binary indicator of whether interviewer

experience in years is in the top quartile. We implement the proposed estimator

ϕ̃(c, d) = (µ̃, γ̃)T with c(w) = 0, d(w) = yz based on the following main effects

generalized linear models with canonical links, π(w; ξ, γ) = expit{(1, z, u1, u2)ξ+γy},

p(Z = 1 | u; β) = expit{(1, u1, u2)β}, and p(Y = 1 | u;ψ) = expit{(1, u1, u2)ψ}.

Statistica Sinica: Preprint 
doi:10.5705/ss.202023.0383



23

Table 1: Summary of results for estimation of the outcome mean.

(C1) (C2) (C3) (C4) (C5)

All correct mis p(z | u) mis p(y | u) mis η(x) All mis

µ̂cc µ̂full µ̃ µ̂dr µ̃ µ̂dr µ̃ µ̂dr µ̃ µ̂dr µ̃ µ̂dr

n = 500†

|Bias| .136 .001 .004 .004 .002 .089 .006 .004 .042 .032 .093 .103

√
Var .024 .021 .055 .050 .055 .046 .057 .050 .049 .097 .047 .040

√
EVar .026 .022 .055 .080 .056 6.349 .064 .070 .059 .042 .048 .045

Cov95 .000 .957 .912 .943 .920 .948 .901 .943 .848 .847 .499 .386

n = 1000

|Bias| .136 .000 .004 .001 .002 .088 .005 .001 .042 .017 .092 .101

√
Var .017 .016 .039 .036 .039 .032 .041 .036 .034 .034 .033 .028

√
EVar .018 .016 .037 .039 .038 1.813 .039 .039 .034 .029 .034 .032

Cov95 .000 .947 .916 .929 .931 .939 .920 .941 .750 .862 .219 .084

n = 5000

|Bias| .136 .000 .001 .000 .001 .090 .002 .000 .044 .013 .093 .102

√
Var .008 .007 .017 .015 .017 .014 .018 .015 .015 .015 .015 .013

√
EVar .008 .007 .017 .016 .017 .066 .018 .016 .015 .013 .015 .014

Cov95 .000 .954 .939 .950 .943 .578 .933 .951 .169 .806 .000 .000

Note: †The results for µ̂dr excluded five simulation replicates due to convergence failure at

n = 500. |Bias| and
√
Var are the Monte Carlo absolute bias and standard deviation of the

point estimates,
√
EVar is the square root of the mean of the variance estimates and Cov95 is

the coverage proportion of the 95% confidence intervals, based on 1000 repeated simulations.

Zeros denote values smaller than .0005. The semiparametric efficiency bound for estimation of

the outcome mean under the data generating mechanism of the simulation study is V ≈ 1.2

by Monte Carlo integration, with
√

V/n = .049, .035 and .015 for n = 500, 1000 and 5000

respectively.
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These parametric models are chosen due to their simplicity for illustration, although

in principle they can be checked against the observed data using goodness-of-fit tests.

For comparison, we also implement the estimator µ̂dr of Sun et al. (2018) based

on the working model p(Y = 1 | R = 1, x;ψ1, λ) = expit{(1, u1, u2)ψ1 + λz}, as

well as the standard complete-case estimator µ̂cc and the inverse propensity weighted

estimator µ̂mar based on the missing at random propensity score model π(w; ξ, γ =

0) = expit{(1, z, u1, u2)ξ}. The analysis results are summarized in Table 2. The point

estimates of HIV seroprevalence for µ̃ and µ̂dr are similar and substantially higher than

those for µ̂cc and µ̂mar, although at the expense of higher variance. This difference in

efficiency reflects genuine uncertainty about the underlying nonresponse mechanism,

because µ̂cc and µ̂mar impose a priori restrictions on the parameter space of (ξT, γ)T.

The point estimate of γ̃ is −1.854 with 95% confidence interval (−5.984, 2.277), which

suggests that HIV-infected persons are less likely to participate in the HIV testing

component of the survey, although this difference is not statistically significant at the

0.05 significance level.

6. Extension to longitudinal studies with repeated outcome measures

We follow the longitudinal study design in Vansteelandt et al. (2007), in which the

full data at each study cycle 1 ≤ t ≤ T consists of Wt = (Yt, Zt, Ut), where Yt is an

outcome, Zt an instrumental variable such as interviewer experience, and Ut consists

of other measured covariates. Suppose Xt = (Zt, Ut) is fully observed, but Yt is

subject to missingness due to some subjects missing some study cycles. Let Rt denote

the occasion-specific missingness status. Thus, we only observe Ot = (Rt, RtYt, Xt)

at study cycle t. Here the nonresponse patterns can be nonmonotone, as Rt = 0
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Table 2: Estimation of HIV prevalence based on a

household survey data among adults in Mochudi,

Botswana.

µ̂cc µ̂mar µ̂dr µ̃

.214 .213 .284 .283

(.202, .227) (.200, .225) (.119, .449) (.119, .447)

Note: Point estimates and 95% confidence intervals in

parenthesis.

does not necessarily imply that Rt+1 = 0. Let Ōt = (O1, ..., Ot) denote the observed

history up to and including cycle t, with Ō0 = ∅. The nonresponse mechanism at

each study cycle t is captured by the occasion-specific extended propensity score

πt(wt, ōt−1) = p(Rt = 1 | Wt = wt, Ōt−1 = ōt−1).

Suppose our interest lie in estimating the mean of the outcome vector Y =

(Y1, ..., YT )
T, which we denote by µ0 = (µ1,0, ..., µT,0)

T. If the interviewers in the

follow-up study are deployed randomly at the start of each cycle t, possibly within

strata of all hitherto observed variables (Ut, Ōt−1), then it is plausible that the in-

strumental variable conditions Zt ⊥̸⊥ Rt | (Ut, Ōt−1) and Zt ⊥ Yt | (Ut, Ōt−1) hold at

each study cycle t. It follows that, analogous to the development in section 3, an

occasion-specific doubly robust estimator of µt,0 can be constructed for all 1 ≤ t ≤ T .

The resulting estimator of µ0 is 2T -multiply robust (Vansteelandt et al., 2007), as it

remains consistent so long as one of two sets of parametric models is correctly speci-

fied at each study cycle t. This robustness against model misspecification is appealing
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in view of the possibly high-dimensional data cumulatively observed over the study

cycles.

7. Discussion

In closing, we acknowledge certain limitations of the proposed semiparametric method

and outline avenues for future work. The proposed doubly robust estimators can be

improved in terms of efficiency (Tan, 2006, 2010), bias (Vermeulen and Vansteelandt,

2015) and robustness (Han and Wang, 2013; Li et al., 2020). Our framework also

opens the way to using various flexible nonparametric or machine learning methods

to estimate the nuisance parameters (Chernozhukov et al., 2018, 2022). Although

we have used the odds ratio, the proposed framework can in principle be extended

to other measures of the residual association between the outcome of interest and

nonresponse mechanism, for example on the multiplicative or additive scales. Lastly,

nonignorable missing covariate data is also a long-standing problem in applied re-

search, and methods for identification and inference abound. For example, Miao and

Tchetgen Tchetgen (2018) used shadow variables, while Bartlett et al. (2014) and

Yang et al. (2019) assume that the covariate missingness mechanism is independent

of the outcome. It will be of interest to explore the use of instrumental variables in

similar settings with missing covariate data.

Supplementary Material

The online Supplementary Material contains proofs of propositions 1 and 2, a further

discussion on local efficiency and additional simulation results.
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