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Outline

● An overview of multidimensional scaling (MDS)

● An overview of feature matching model (FMM)

● A  constrained MDS as an FMM
● Feature matching MDS (FM-MDS)

● An FM-MDS as a regression analysis

● Further obstacles



  

Multidimensional scaling (MDS)

● A method of transforming (dis)similarity data 
into an arrangement.

● Input is a set of (dis)similarity data between 
objects.

● Output is coordinates of objects.

● In this presentation, only dissimilarity is 
considered.



  

Use of MDS

● The properties of objects can be inferred by 
searching for meaningful axes in the obtained 
arrangement.

● Interpretation of the arrangement may be 
arbitrary.



  

An example of MDS (input)

Wish, M., (1967). A model for the perception of Morse code-like signals. Human Factors, 9, 529-540.



  

An example of MDS (output)

Wish, M., (1967). A model for the perception of Morse code-like signals. Human Factors, 9, 529-540.



  

Feature matching model (FMM)

● A regression analysis to explain (dis)similarity 
with common and distinctive features.

● Interpretation of the result is clear and not 
arbitrary.

● In this presentation, we consider the case to 
explain dissimilarity with distinctive features.



  

Feature matching MDS (FM-MDS)

● We fix the dimension of an arrangement and 
the order of objects for each dimension.

● By this constraint, each dimension of an 
arrangement is forced to correspond to a 
feature.



  

Idea of FM-MDS



  

Use of FM-MDS for regression

● We can apply FM-MDS to differences on a 
scale for regression.

● If we use L1 norm, FM-MDS is equivalent to 
Hayashi's type I quantification method 
(Hayashi, 1952).

● A Minkowski norm of higher order is adequate 
when more contributive features are more 
dominant to dissimilarity.



  

Meaning of dominance

● If the maximum norm is used, dissimilarity 
between a pair of objects is determined by each 
own feature.

● The idea of sparseness supposes the situation 
in which a property is determined by a few 
features.

● Sparseness is assumed to be valid in the field 
of genetic epidemiology.



  

Further obstacles

● An efficient solver for FM-MDS is required.

● Risks must be estimated precisely.
● We need to estimate risks.
● If sample size << dimension, subjects they have the 

same set of genotypes will be rare.
● We cannot use the absolute values of odds ratios.
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