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Abstract

Principal component analysis (PCA) is a commonly used statistical procedure for 
dimension reduction. An important issue for PCA is to determine the rank, which is 
the number of dominant eigenvalues of the covariance matrix. Among information-
based criteria, Akaike information criterion (AIC) and Bayesian information criterion 
(BIC) are two most common ones. Both use the number of free parameters for 
assessing model complexity, which may suffer the problem of model 
misspecification. To alleviate this difficulty, we propose using the generalized 
information criterion (GIC) for PCA rank selection. The resulting GIC model 
complexity takes into account the sizes of eigenvalues and, hence, is more robust to 
model misspecification. The asymptotic properties and selection consistency of GIC 
are derived under the high-dimensional setting. Compared to AIC and BIC, the 
proposed GIC is better capable than AIC in excluding noise eigenvalues, and is more 
sensitive than BIC in detecting signal eigenvalues. Moreover, we discuss an 
application of GIC to selecting the number of factors for factor analysis. Our 
numerical study reveals that GIC compares favorably to the methods based on 
(deterministic) parallel analysis.
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