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Abstract: The goal of nonparametric regression is to recover an underlying regression

function from noisy observations, under the assumption that the regression function

belongs to a prespecified infinite-dimensional function space. In the online setting,

in which the observations come in a stream, it is generally computationally infeasible

to refit the whole model repeatedly. As yet, there are no methods that are both

computationally efficient and statistically rate optimal. In this paper, we propose

an estimator for online nonparametric regression. Notably, our estimator is an

empirical risk minimizer in a deterministic linear space, which is quite different from

existing methods that use random features and a functional stochastic gradient. Our

theoretical analysis shows that this estimator obtains a rate-optimal generalization

error when the regression function is known to live in a reproducing kernel Hilbert

space. We also show, theoretically and empirically, that the computational cost of

our estimator is much lower than that of other rate-optimal estimators proposed

for this online setting.
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1. Introduction

It is often of interest to estimate an underlying regression function, linking

features to an outcome, from noisy observations. When the structure of this

function is not known (e.g., when we do not want to assume a simple linear form),

some form of nonparametric regression is employed. More formally, suppose we

observe (Xi, Yi)
i.i.d.∼ ρ(X,Y ), for i = 1, 2, . . . , n, generated from the following

statistical model:

Yi = fρ(Xi) + εi, (1.1)

where, for each i, Xi
i.i.d.∼ ρX (which take values in Rd) are our features, Yi ∈ R

is our outcome, εi are independent and identically distributed (i.i.d.) mean zero
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