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Abstract: Risk bounds are derived for regression estimation based on model selection over an unrestricted number of models. While a large list of models provides more flexibility, significant selection bias may occur with model selection criteria like AIC. We incorporate a model complexity penalty term in AIC to handle selection bias. Resulting estimators are shown to achieve a trade-off among approximation error, estimation error and model complexity without prior knowledge about the true regression function. We demonstrate the adaptability of these estimators over full and sparse approximation function classes with different smoothness. For high-dimensional function estimation by tensor product splines we show that with number of knots and spline order adaptively selected, the least squares estimator converges at anticipated rates simultaneously for Sobolev classes with different interaction orders and smoothness parameters.
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1. Introduction

Consider the nonparametric regression model

\[ Y_i = f(X_i) + \epsilon_i, \quad i = 1, \ldots, n, \]

where \( X_i = (X_{i1}, \ldots, X_{id}) \in \mathcal{X} \subset \mathbb{R}^d \) and the errors are i.i.d. with mean 0 and variance \( \sigma^2 \). We intend to estimate the underlying regression function \( f \) based on the observations \( (X_i, Y_i)_{i=1}^n \). To that end, a list of approximating linear models are considered. For instance, one may use finite dimensional polynomial, trigonometric, spline or wavelet models because of their good approximation capabilities to functions in various nonparametric classes and/or because of computational advantages. Let \( I \) be the model index and let \( \Gamma \) be the collection of the indices of the approximating models being considered. Unless stated otherwise, the model list \( \Gamma \) is fixed and does not depend on the sample size \( n \).

For an estimator \( \hat{f} \) of \( f \), the discrepancy is measured by the average squared error \( \text{ASE}(\hat{f}) = \frac{1}{n} \sum_{i=1}^n (f(X_i) - \hat{f}(X_i))^2 \). The finite-dimensional family of regression functions in model \( I \) is denoted by \( f_I(x, \theta) \), \( \theta \in \mathbb{R}^{m_I} \) with \( m_I \) being the model dimension (for simplicity, we use \( \theta \) instead of \( \theta_I \) to denote the parameters...
in model $I$). In general, no relationship between the parameters in two different models in $\Gamma$ is assumed.

For each model, we consider the least squares estimator for the parameters. Let $M_I = M_{I,n}$ be the projection matrix corresponding to the design matrix of model $I$.

**Example.** $X = [0,1]^d$. Let $\varphi_1(x), \varphi_2(x), \ldots$ be a collection of basis functions. Examples are a tensor product splines basis of different orders and varying number and locations of knots, or a wavelet basis with different resolutions. Let $\Gamma$ be a collection of some finite subsets of $N = \{1,2,\ldots\}$. For $I = \{i_1, \ldots, i_m\} \in \Gamma$, let the corresponding approximating model be

$$Y = \sum_{j=1}^{m} \theta_{ij} \varphi_{ij}(x) + \epsilon.$$ 

Let

$$\Phi_I = \begin{pmatrix} \varphi_{i_1}(x_1) & \cdots & \varphi_{i_m}(x_1) \\ \vdots & \ddots & \vdots \\ \varphi_{i_1}(x_n) & \cdots & \varphi_{i_m}(x_n) \end{pmatrix}$$

be the design matrix, so the projection matrix is $M_I = \Phi_I \left(\Phi_I' \Phi_I\right)^{-1} \Phi_I'$ (here $(\cdot)^{-1}$ denotes the generalized inverse when the matrix is not invertible). The estimator of $f$ based on model $I$ is $\hat{f}_I(x) = \sum_{j=1}^{m} \hat{\theta}_{ij} \varphi_{ij}(x)$, where $\hat{\theta}_{ij}, 1 \leq j \leq m$ are the least squares estimators. Including more basis functions generally reduces the approximation error but increases the variability of the estimator due to estimating more parameters. A good trade-off between the approximation error and the number of parameters is desired. Another important issue is the choice of $\Gamma$. The more models we include in $\Gamma$, the better the model with the best trade-off between the approximation error and estimation error among all models being considered, but the harder it is in general to identify it (or other good ones) based on a finite sample.

**AIC** (Akaike (1972)) is a model selection criterion widely used in practice. The AIC-type criteria, including $AIC$, $C_p$ (Mallows (1973)), and FPE (Akaike (1970)) add a bias-correction term (penalty) to the residual sum of squares. Shibata (1983) and Li (1987) showed that these criteria share an asymptotic optimality property which says roughly that the accuracy of the estimator based on the selected model is asymptotically the same as that based on the best model in the list (which is, of course, unknown). Similar conclusions were also obtained by Polyak and Tsybakov (1990). These results require certain constraints on the number of models to be considered. In fact, to satisfy a summability condition for Theorem 2.1 in Shibata (1983) and condition A.3 in Li (1987), the number
of models with dimension \( m \) can only increase at a polynomial rate in \( m \). When there are exponentially many, or more, models in competition as in the subset selection case, the chance of selecting a bad model can be substantial. The probability that the empirical behavior of at least one model in the list is very much different from expected may be large because of the addition of small errors over a large number of models. The consequence is that comparison of the criterion values might be dramatically different from comparison of risks of the models, based on which the AIC-type criteria are derived. Significant selection bias then occurs. In this work, we provide criteria which select good models even when there are exponentially many, or more, models.

Advantages of consideration of a large number of models have been shown in statistical theory. Research results in that direction include, for example, function estimation by minimum description length criterion by Barron and Cover (1991), wavelet estimation for Besov classes by Donoho and Johnstone (1998) and Donoho, Johnstone, Kerkyacharian and Picard (1996), neural network estimation by Barron (1993) and (1994), penalized likelihood estimation by Yang and Barron (1998). A general theory of model selection for function estimation was proposed by Barron, Birgé, and Massart (1997).

In this paper, we propose model selection criteria related to AIC and derive general performance bounds. We show the resulting estimators automatically achieve a trade-off among approximation error, estimation error and model complexity. Consequences on adaptive estimation are provided as applications. It is demonstrated that with suitable subset selection, a rich collection of functions characterized by sparse approximation can be adaptively estimated nearly optimally, yet essentially no price is paid in terms of risk for the much more extensive search when there is in fact no need to do subset selection. It is also shown that when spline orders, numbers of knots, and explanatory variables are selected, a tensor product spline estimator converges at the anticipated rate without knowing the interaction order and smoothness of the true regression function.

The paper is organized as follows. In Section 2, model complexity is defined, followed by examples in Section 3. Model selection criteria are proposed in Section 4 and main results about performance bounds are presented in Section 5. Some implications on adaptive estimation are studied in Section 6. Proofs of the results are deferred to an appendix.

2. Model Complexity

The criteria we consider incorporate a model complexity with the residual sum of squares and a bias-correction term. The addition of the model complexity term was suggested by Barron. The ideas of using complexity in statistical estimation have been explored in Rissanen (e.g., in (1983), (1984) and (1987)),
Barron (e.g., in (1985) and (1994)), Wallace and Boulton (1987), Hall and Hannan (1988), Barron and Cover (1991), Yu and Speed (1992), and others. The model complexity here does not refer directly to the complication of a specific model (e.g., the number of parameters in the model, which is already accounted for with the bias-correction term), rather it characterizes our view on the models. As seen in the proof of the results, addition of the complexity penalty term regulates the competition among the models to ensure good behavior of the selected model.

**Definition.** The complexity of a model $I$ in a list $\Gamma$ is a positive number $C_I$ satisfying the condition:

$$\sum_{I \in \Gamma} 2^{-C_I} \leq 1. \quad (1)$$

There are two interpretations of the model complexity. Based on information theory, $C_I$ can be viewed as the codeword length of a prefix-free code to describe the model index. The code can be naturally designed to reflect organization of the models. In the definition we do not require $C_I$ to be integers. If they are, then there exists a uniquely decodable code with $C_I$ as the codeword length (see e.g., Cover and Thomas (1991), Chapter 5). We may also interpret $2^{-C_I}$ as a prior probability on model $I$. However, the criteria we give will not lead in general to Bayes procedures (in particular, there is no averaging with respect to distributions for the parameters).

**3. Examples of Models and Complexity Assignments**

We consider two types of models in this section. They will be studied further in Section 6 to illustrate our main results.

Usually models of interest can be indexed in terms of a few non-negative integers. Then description of the model index boils down to description of integers. To describe an integer with a known upper bound $L$, we may use $\log_2 L$ bits (ignoring rounding up). If there is no known upper bound, it is sufficient to use $\log^*(m) = \log_2(m) + 2 \log_2 \log_2(m + 1)$ bits to describe integer $m$ for this case (cf. Elias (1975) and Rissanen (1983)).

Let $\Phi = \{\phi_1, \ldots, \phi_k, \ldots\}$ be a fixed choice of basis functions in $L^2[0,1]^d$.

(I) **Nested models (complete models).** Only one model is considered for each dimension. For $m \geq 1$, the family is

$$f_m(x, \theta) = \sum_{i=1}^m \theta_i \phi_i(x), \theta = (\theta_1, \ldots, \theta_m) \in R^m.$$  

For this case, the model dimension is naturally an index for the model. Thus one may use $\log^*(m)$ bits to describe integer $m$, leading to the choice of $C_m =$
(II) {	extit{Subset models.}} Alternatively, one can consider sparse subset models for more flexibility. Let $N_k$ ($k \geq 1$) be an increasing sequence with $N_k/k \to \infty$ as $k \to \infty$. It is used to control sparsity of the subset models. Let $I = (k, l)$, where $l = (l_1, \ldots, l_k)$ satisfies $1 \leq l_j \leq N_j$ for $1 \leq j \leq k$. Given $I$, the family is

$$f_I(x, \theta) = \sum_{1 \leq j \leq k} \theta_j \varphi_{l_j}(x).$$

Clearly when $N_j/j$ is big, the $j$th term in the models is chosen with large freedom (from $\{\varphi_1(x), \ldots, \varphi_{N_j}(x)\}$).

To describe the model index $I$, we first describe $k$ using $\log^* k$ bits, then describe $l$ using $\log N_1 + \log N_2 + \cdots + \log N_k$ bits. Thus we assign complexity $C_I = \log^* k + \sum_{i=1}^k \log N_i$. Using Stirling’s formula, with $N_k \approx k^\tau$ ($\tau > 1$), $C_I$ is seen to be of order $k \log k$.

4. Model Selection Criteria

Let $Y^n = (Y_1, \ldots, Y_n)^T$, and let $\hat{Y}_I$ be the projection of $Y^n$ into the space spanned by the columns of the design matrix of model $I$. Let $r_I = r_{I,n}$ be the rank of the design matrix $M_I$.

(I) $\sigma^2$ is known. We propose the criterion $ABC$:

$$ABC(I) = \|Y^n - \hat{Y}_I\|^2 + 2r_I \sigma^2 + \lambda \sigma^2 C_I,$$

where $\lambda$ is a positive constant. The difference between $ABC$ and $AIC$ ($C_p$) is the addition of the model complexity penalty term.

(II) When $\sigma^2$ is unknown, one may replace $\sigma^2$ in $ABC$ by a consistent estimator $\hat{\sigma}^2$ independent of the models in $\Gamma$. For instance, $\sigma^2$ can be estimated using a nearest neighbor method (see, e.g., Stone (1977)).

(III) $\sigma^2$ is unknown but an upper bound on $\sigma^2$ (say $\sigma_0^2$) is available. The criterion is

$$ABC'(I) = \left(1 + \frac{2r_I}{n - r_I}\right) \left(\|Y^n - \hat{Y}_I\|^2 + \lambda \sigma_0^2 C_I\right).$$

Note that without the model complexity term $\lambda \sigma_0^2 C_I$, the criterion is $FPE$ (Akaike (1970)), which is derived based on individual estimation of $\sigma^2$ in each model.

5. Main Results

In applications, the explanatory variables can be either random or fixed, an
equally spaced design for example. We give results conditioned on the explanatory variables as well as unconditional ones.

We assume that \( \epsilon_i \) are i.i.d. \( \sim N(0, \sigma^2) \), and for the random design case, they are independent of \( \{X_i, i = 1, \ldots, n\} \). The normality assumption is essential in our analysis to derive risk (or in probability) bounds valid for every regression function and without any restriction on the list of operating linear models (see the remark after the proof of Theorem 1). Let \( E_n \) denote the expectation with respect to the randomness of the error \( \epsilon_i, i = 1, \ldots, n \), conditioned on the explanatory variables \( X_i, i = 1, \ldots, n \).

Let \( f_n = (f(X_1), \ldots, f(X_n))^T \), and let \( \hat{f}_I = M_I f_n \) be the projection of \( f_n \) into the column space of the design matrix. Let

\[
R_n(f; I) = \frac{1}{n} \| f_n - \hat{f}_I \|^2 + \frac{r_I \sigma^2}{n} + \frac{\lambda \sigma^2 C_I}{n},
\]

\[
R^*_n(f; \Gamma) = \min_{I \in \Gamma} R_n(f; I), \quad I^*_n = \arg \min R_n(f; I).
\]

The meanings of these important quantities are as follows. The first term \( \| f_n - \hat{f}_I \|^2 / n \) in \( R_n(f; I) \) is the approximation error of \( f_n \) by model \( I \); the second term \( r_I \sigma^2 / n \) is the estimation error. The sum of these two terms is the overall risk of the estimator based on model \( I \), i.e., \( E_n \left( \| f_n - \hat{Y}_I \|^2 / n \right) = \| f_n - \bar{f}_I \|^2 / n + r_I \sigma^2 / n \). Thus \( R^*_n(f; \Gamma) \) characterizes the best trade-off among approximation error, estimation error and model complexity over all models in \( \Gamma \).

We call \( R^*_n(f, \Gamma) \) the index of resolvability of the unknown function \( f \) by models in \( \Gamma \), following a terminology of Barron and Cover (1991). Ideally, model \( I^*_n \) should be used. But, unfortunately, it is known only if the true function \( f \) is known exactly at the sites \( X_i, i = 1, \ldots, n \). Hence the need for model selection criteria. We will compare the performance of estimators based on model selection to the index of resolvability.

Let \( ASE(I) = \| f_n - \hat{Y}_I \|^2 / n \) denote the average square error of the estimator \( \hat{f}_I = f_I(\cdot, \hat{\theta}) \) from model \( I \).

(I) \( \sigma^2 \) is known. Let \( \hat{I}_n \) be the model selected by minimizing \( ABC \) over \( I \) in \( \Gamma \).

**Theorem 1.** When \( \lambda \geq 5.1 \), we have

\[
E_n \left( ASE(\hat{I}_n) \right) \leq \xi R^*_n(f; \Gamma),
\]

where \( \xi \) is a constant depending only on \( \lambda \). If in addition \( n R^*_n(f; \Gamma) \to \infty \), then with probability tending to 1, we have

\[
ASE(\hat{I}_n) \leq B_0 R^*_n(f; \Gamma),
\]

(5)
for some constant $B_0$ depending only on $\lambda$.

**Remarks.**

1. There is no restriction on the size of the list $\Gamma$ and the risk bound is still valid if $\Gamma$ is chosen to depend on $n$.
2. For (4), there is no requirement on the underlying function $f$.
3. In fact, a stronger inequality than (4) holds, namely
   \[ E_n \left( \text{ASE}(\hat{I}_n) + \frac{\lambda\sigma^2 C_{I_n}}{n} \right) \leq \xi R_n^*(f; \Gamma). \] (6)

Thus the complexity of the selected model is also well controlled.

Theorem 1 characterizes the criterion $ABC$ with good performance bounds on $\text{ASE}$ of the selected model in terms of the index of resolvability. Under smoothness conditions on the function $f$, $R_n^*(f; \Gamma)$ can be easily evaluated through approximation theory for various choices of basis functions. Then upper bounds on the convergence rates of $\text{ASE}$ are determined.

The condition $nR_n^*(f; \Gamma) \to \infty$ is satisfied for a typical function in a nonparametric class. It can fail only when there exists a subsequence $n_j$ such that $I_{n_j}^*$ stays the same and $\|f_n - \hat{f}_{I_{n_j}^*}\|^2$ stays bounded. Thus $nR_n^*(f; \Gamma) \to \infty$ if for each $I \in \Gamma$, $\|f_n - \hat{f}_I\|^2 \to \infty$ (note that there is no division of $n$ for $\|f_n - \hat{f}_I\|^2$).

For the random design case, the accuracy with respect to the randomness from both errors $\{\varepsilon_i\}$ and independent variables $\{X_i\}$ is of interest. Let $m_I$ denote the number of free parameters in model $I$. Let

\[ R_n^*(f; \Gamma) = \min_{I \in \Gamma} \left( \inf_{\theta \in \mathbb{R}^{m_I}} E \left( f(X) - f_{I,\theta}(X) \right)^2 + \frac{m_I \sigma^2}{n} + \frac{\lambda \sigma^2 C_I}{n} \right), \]

be an index of (unconditional) resolvability. From now on, $\lambda$ is assumed to be at least 5.1 unless stated otherwise.

**Corollary 1.** If $\{X_i\}_{i=1}^n$ are i.i.d. then $E(\text{ASE}(\hat{I}_n)) \leq \xi R_n^*(f; \Gamma)$.

Note again that the (integrated) approximation error $\inf_{\theta \in \mathbb{R}^{m_I}} E(f(X) - f_{I,\theta}(X))^2$ is known for $f$ in various nonparametric function classes using familiar bases, including polynomial, trigonometric, spline and wavelet. Then by balancing the approximation error bound, estimation error $m_I \sigma^2/n$, and model complexity $\lambda \sigma^2 C_I/n$, upper bounds on convergence rates of the mean average squared error are obtained.

If $f$ is actually well approximated by simple models in the model list $\Gamma$, we have the following result. For a constant $A > 0$, let $K_{n,A} = \{I : I \in \Gamma, R_n(f; I) \leq AR_n^*(f; \Gamma)\}$ be the collection of all the models that produce index $R_n(f; I)$ within a multiple of the ideal index $R_n^*(f; \Gamma)$. 

Theorem 2.  
1. If for every $A > 0$, $\lim_{n \to \infty} \sup_{I \in K \cap \Lambda} C_I / r_I = 0$, then

$$\frac{\text{ASE}(\hat{I}_n)}{\frac{1}{n} \| f_n - \overline{f}_{I_n} \|^2 + \frac{r_n \sigma^2}{n}} \to 1 \quad \text{in probability.}$$

(7)

2. If the model list $\Gamma = \Gamma_n$ depends on $n$ and $\sup_{I \in \Gamma_n} C_I / r_I \to 0$, then

$$\frac{\mathbb{E}_n \left( \text{ASE}(\hat{I}_n) \right)}{\inf_{I \in \Gamma_n} \left( \frac{1}{n} \| f_n - \overline{f}_I \|^2 + \frac{r_n \sigma^2}{n} \right)} = 1 + o(1).$$

(8)

Remark. If for each $I \in \Gamma$, $\| f_n - \overline{f}_I \|^2 \to \infty$, then for (7) to hold it suffices to check the condition with $A = B_0$ ($B_0$ is the same constant as in (5)).

This theorem says that if the models with good trade-off between complexity and accuracy have small complexities compared to model dimensions, then with the $ABC$ criterion we can do asymptotically as well as if we knew $I^*_n$ in advance. The result will be illustrated in the next section. There it is seen that when some sparse subset models are considered in addition to complete models, functions characterized by sparse approximation can be more easily estimated. Moreover, no essential price in terms of risk is paid for selection among the much larger list of models when there happens to be no need for subset selection.

(II) $\sigma^2$ is unknown and is replaced by a consistent estimator $\hat{\sigma}^2$ in $ABC$. Let $\hat{I}_n$ be the selected model.

Theorem 3. When $\lambda \geq 5.1$, we have

$$\text{ASE}(\hat{I}_n) = O_p \left( R_n^*(f; \Gamma) \right)$$

and (7) still holds under the corresponding condition.

(III) $\sigma^2$ is unknown but an upper bound $\sigma_0^2$ on $\sigma^2$ is known.

Theorem 4. Let $\hat{I}_n$ be the model selected by minimizing $ABC'$ over $\Gamma$. Assume for each $I \in \Gamma$, $\| f_n - \overline{f}_I \|^2 \to \infty$ and $R_n^*(f; \Gamma) \to 0$. Then when $\lambda \geq 40$, with probability tending to 1, we have

$$\text{ASE}(\hat{I}_n) \leq \left( B_1 \sigma_0^2 / \sigma^2 \right) R_n^*(f; \Gamma),$$

where $B_1$ is a constant depending only on $\lambda$.

A result similar to Theorem 2 also holds for $ABC'$. As mentioned before, the condition $\| f_n - \overline{f}_I \|^2 \to \infty$ is satisfied for a typical nonparametric function. The condition $R_n^*(f; \Gamma) \to 0$ holds if the true function $f$ can be well approximated by some not-too-complex models in $\Gamma$. 

6. Application to Adaptive Estimation

In recent years, adaptive estimation has become a main topic in nonparametric curve estimation (see, e.g., Efroimovich and Pinsker (1984), Efroimovich (1985), Härdle and Marron (1985), Barron and Cover (1991), Lepskii (e.g., 1991), Donoho and Johnstone (1994), Donoho, Johnstone, Kerkyacharian and Picard (1996), Birgé and Massart (1996), Brown and Low (1996), Yang and Barron (1998), and Yang (1997)). Model selection provides a practical way to obtain estimators that are adaptive to many possible different characteristics of the unknown underlying function (see, e.g., Barron and Cover (1991), Barron, Birgé and Massart (1997), and Yang and Barron (1998)). The results in the preceding section provide risk bounds in terms of approximation capability, model dimension, and model complexity of the operating models. In Theorem 1, no condition on the function to be estimated is required for (4), hence the risk bounds hold for all regression functions. To provide estimators that are adaptive over multiple target function classes, one can construct different kinds of approximating models, each suitable for one or more classes, and then use the model selection criterion to choose a good one based on data. To prove adaptation, one just needs to examine the index of resolvability for each class and show it converges at an appropriate rate.

In this section, we demonstrate the above point by showing adaptation with respect to interaction order and smoothness, and adaptation with respect to both full and sparse approximation sets of functions. We concentrate on criterion $ABC$ with $\sigma^2$ known. When $\sigma^2$ is unknown, with the criterion in Section 4.II or 4.III and based on Theorems 3 and 4, analogous results hold on the average squared error of the selected model though the conclusions are weaker, in terms of convergence in probability instead of convergence in risk. The explanatory variables $\{X_i\}_{i=1}^n$ are assumed to be independent and uniformly distributed on $[0, 1]^d$ in this section.

6.1. Adaptation with respect to interaction order and smoothness

For high-dimensional function estimation with series expansion methods, complete models with terms up to certain orders in the expansion usually do not produce satisfactory estimators due to curse of dimensionality. In contrast, parsimonious subset models may significantly increase estimation accuracy. In this subsection, we consider adaptation by model selection over Sobolev classes with different interaction orders and smoothness.

For $r \geq 1$, let $z_r = (z_1, \ldots, z_r) \in [0, 1]^r$. For $k = (k_1, \ldots, k_r)$ with nonnegative integer components $k_i$, let $|k| = \sum_{i=1}^r k_i$. Let $D^k$ denote the differentiation operator $D^k = \partial^{|k|}/\partial z_1^{k_1} \cdots \partial z_r^{k_r}$. For an integer $\alpha$, define the Sobolev norm $\|g\|_{W^{\alpha,r}} = \|g\|_2 + \sum_{|k| = \alpha} \int_{[0, 1]^r} |D^k g|^2 dz_r$. Let $W^{\alpha,r}(C)$ denote the set of all
functions \( g \) on \([0, 1]^r\) with \( \| g \|_{W^{α,r}_2} \leq C \). It is an \( r \)-dimensional Sobolev class.

Now consider the following function classes on \([0, 1]^d\):

\[
\begin{align*}
S_1(α; C) &= \{ \sum_{i=1}^{d} g_i(x_i) : g_i \in W^{α,1}_2(C), 1 \leq i \leq d \} \\
S_2(α; C) &= \{ \sum_{1 \leq i < j \leq d} g_{i,j}(x_i, x_j) : g_{i,j} \in W^{α,2}_2(C), 1 \leq i < j \leq d \} \\
&\vdots \\
S_d(α; C) &= W^{α,d}_2(C)
\end{align*}
\]

with \( α \geq 1 \) and \( C > 0 \). The simplest class \( S_1(α; C) \) contains additive functions (no interaction) and, as \( r \) increases, functions in \( S_r(α; C) \) have higher order interactions. The \( L_2 \) metric entropies of these classes are of the same orders as \( W^{α,1}_2(C), \ldots, W^{α,d}_2(C) \), respectively. Then by a result of Yang and Barron (1997), Theorem 10, the minimax rate of convergence under squared \( L_2 \) loss for estimating a regression function in \( S_r(α; C) \) is \( n^{-2α/(2α+r)} \) for \( 1 \leq r \leq d \) (As suggested by the heuristic dimensionality reduction principle of Stone (1985)).

Note that the convergence rate does not depend on the input dimension \( d \). Thus low order interaction classes are worth exploring for better accuracy.

Suppose the true regression function is in one of the classes in \( \{ S_r(α; C) : 1 \leq r \leq d, α \geq 1, C > 0 \} \). Stone (1994) proposed tensor product spline models for estimating such a high-dimensional function (or more generally its components of different interaction orders in a functional ANOVA decomposition) in a general context including density estimation, nonparametric regression, and conditional density estimation. He demonstrated that suitable spline models can result in estimators converging at expected rates. However, his results require knowledge of smoothness parameters and interaction order and therefore are not adaptive. For regression, a similar non-adaptive result was obtained earlier by Chen (1991) under more restrictive condition with fixed balanced design. Here we show that by model selection, an adaptive estimator can be obtained based only on data in the regression setting. Previously, adaptation results with respect to smoothness in the context of generalized additive modeling were obtained by Burman (1990) using cross-validation.

Let \( \varphi_{m,q,1}(x), \varphi_{m,q,2}(x), \ldots, \varphi_{m,q,m}(x) \) be the B-spline basis of order \( q \) (piece-wise polynomial of order less than \( q \)) on \([0, 1]\), with \( m - q + 2 \) \( (m \geq q) \) equally spaced knots. For \( 1 \leq r \leq d \), let \( J_r = (j_1, \ldots, j_r) \) \( (j_1 < j_2 < \cdots < j_r) \) be an ordered vector of elements from \( \{1, \ldots, d\} \) and let \( J_r \) denote the set of all possible such choices. Let \( \mathbf{x}_{J_r} = (x_{j_1}, \ldots, x_{j_r}) \) be the subvector of \( \mathbf{x} \) with subscripts in \( J_r \). Let \( \mathbf{m}_r = (m_1, \ldots, m_r) \) and \( \mathbf{q}_r = (q_1, \ldots, q_r) \) be vectors of integers. Let
i_r = (i_1, \ldots, i_r) with 1 \leq i_l \leq m_l, 1 \leq l \leq r. Then given the spline order q_r and m_r, the tensor products

\[ \{ \varphi_{i_r}(x_j) = \prod_{l=1}^r \varphi_{m_l, q_l, i_l}(x_{j_l}) : J_r \in J_r; 1 \leq i_l \leq m_j \text{ for } 1 \leq l \leq r \} \quad (9) \]

have interaction order r.

Given r, q_r, m_r, consider the linear combinations of the functions in (9). Let I = (r, q_r, m_r) be the model index. When r < d, the functions in (9) are not all linearly independent. We choose an independent subset and the coefficients are estimated by least squares method based on the observations \((X_i, Y_i)_{i=1}^n\). Let \( \hat{f}_I = \hat{f}(r, q_r, m_r) \) denote the corresponding function estimator.

To adaptively select I = (r, q_r, m_r) by criterion ABC, we need to assign model complexity. To describe the model index, we just need to describe a few integers. Since r is between 1 and d, we need \( \log_2 d \) bits to describe r. To describe q_r and m_r, we use \( \sum_{j=1}^r \log^* q_j \) and \( \sum_{j=1}^r \log^* m_j \) bits respectively. Thus we assign the model complexity \( C_I = \log_2 d + \sum_{j=1}^r \log^* q_j + \sum_{j=1}^r \log^* m_j \). Let \( \hat{I}_n \) be the model selected by ABC over all valid choices of \((r, q_r, m_r)\). We have the following result.

**Theorem 5.** The estimator \( \hat{f}_{\hat{I}_n} \) has mean average square error for the enlarged Sobolev classes bounded as follows:

\[ \sup_{f \in S_r(\alpha; C)} E \left( ASE(\hat{I}_n) \right) = O \left( n^{-2\alpha/(2\alpha + r)} \right), \]

simultaneously for all \( 1 \leq r \leq d, \alpha \geq 1 \) and \( C > 0 \).

It is anticipated that the minimax rate of convergence of mean ASE is of the same order as the minimax risk under \( L_2 \) loss (cf. Chen (1991), pp. 1863-1864). If that is confirmed, then without knowing the true interaction order r and the smoothness parameter \( \alpha \), the estimator based on ABC is minimax-rate adaptive over these enlarged Sobolev classes.

**6.2. Adaptation with respect to full approximation sets of functions**

Let \( \Phi = \{ \phi_1, \ldots, \phi_k, \ldots \} \) be a fixed choice of fundamental sequence in \( L^2[0,1]^d \) (that is, linear combinations of the sequence are dense in \( L^2[0,1]^d \)). Let \( \Upsilon = \{ \gamma_0, \ldots, \gamma_k, \ldots \} \) so that \( \gamma_k \downarrow 0 \) as \( k \to \infty \). Let \( \eta_0(f) = \| f \|_2 \) and \( \eta_k(f) = \min_{a_\ell} \| f - \sum_{i=1}^k a_i \phi_i \|_2, k \geq 1 \), be the kth degree approximation of \( f \in L^2[0,1]^d \) by the system \( \Phi \). Let \( \mathcal{F}(\Upsilon, \Phi) \) be all functions in \( L^2[0,1]^d \) with approximation errors bounded by \( \Upsilon \), i.e.,

\[ \mathcal{F}(\Upsilon, \Phi) = \{ f \in L^2[0,1]^d : \eta_k(f) \leq \gamma_k, k = 0, 1, \ldots \}. \]
These are called full approximation sets of functions (Lorentz (1966)). Some familiar function classes, e.g., Sobolev classes, are essentially full approximation sets (in the sense that each is contained between two full approximation sets of essentially the same size).

From the defining property, to estimate a function in full approximation sets, it is natural to consider the finite dimensional families

$$f_m(x, \theta) = \sum_{i=1}^{m} \theta_i \phi_i, \theta = (\theta_1, \ldots, \theta_m) \in \mathbb{R}^m,$$

for $m \geq 1$. Intuitively, a good choice of $m$ should balance the approximation error and estimation error, resulting in an optimal estimator. Indeed, Yang and Barron (1997) showed that for full approximation sets of functions, the minimax square $L_2$ risk is of order $m^{\alpha n}$ (estimation error) or $\gamma_m^2$ (approximation error) when they are balanced (i.e., $\frac{m}{n} \approx \gamma_m^2$), under a general condition on the approximation error sequence $\Upsilon$, namely, that there exist $0 < c' < c < 1$ such that

$$c' \gamma_m \leq \gamma_m^2 \leq c \gamma_m.$$

This holds for $\gamma_m \sim m^{-\alpha}$ and also for $\gamma_m \sim m^{-\alpha} (\log m)^{\beta}$, $\alpha > 0$, $\beta \in \mathbb{R}$ (which covers classical classes such as Sobolev). Let $m_n(\Upsilon)$ be a sequence of model dimensions that balances $\gamma_m^2$ and $m/n$. Then $m_n(\Upsilon)/n$ is the minimax rate of convergence for the class $\mathcal{F}(\Upsilon, \Phi)$. For instance, the minimax rate is $n^{-2\alpha/(1+2\alpha)} (\log n)^{2\beta(1+2\alpha)}$ if $\gamma_m \sim m^{-\alpha} (\log m)^{\beta}$. In applications, of course, we do not know the order of approximation error $\gamma_m$, and therefore cannot choose $m_n(\Upsilon)$ directly. To use $ABC$, we assign model complexity $C_m = \log^* m$ as in Section 3. Applying Corollary 1, Noting $C_m$ negligible compared to $m$, we have the following conclusion.

**Theorem 6.** Let $\hat{I}_n$ be selected using criterion $ABC$ with $\lambda \geq 5.1$. Then the estimator $\hat{f}_{\hat{I}_n}$ satisfies

$$\sup_{f \in \mathcal{F}(\Upsilon, \Phi)} E \left(\text{ASE}(\hat{I}_n)\right) = O \left(m_n(\Upsilon)/n\right),$$

simultaneously for all choices of $\Upsilon$ satisfying (10).

This result shows that the estimator based on order selection is adaptive among the full approximation sets of functions without knowledge of the approximation error.

### 6.3. Subset selection for sparse approximation sets of functions

Instead of full approximation, one can also consider sparse approximation. Let $\Phi$ and $\Upsilon$ be as in the previous subsection with $\Upsilon$ satisfying the condition in
As in Section 3, let \( N_k > k \) \((k \geq 1)\) be a chosen increasing sequence of integers satisfying \( \lim \inf N_k/k = \infty \) and let \( \mathcal{N} = \{N_1, N_2, \ldots\} \). For simplicity, take \( N_k \) of order \( k^\tau \) for some \( \tau > 1 \). Let \( \tilde{\eta}_k(g) = \min_{1 \leq l_1 \leq N_1, 1 \leq l_2 \leq N_2, \ldots, 1 \leq l_k \leq N_k} \min_{a_i} \|g - \sum_{i=1}^k a_i \phi_{l_i}\|_2 \) be called the \( k \)th degree sparse approximation of \( g \in L^2[0,1]^d \) by the system \( \Phi \) under the chosen sparsity constraint \( \mathcal{N} \). Here for \( k=0 \), there is no approximation and \( \tilde{\eta}_0(g) = \|g\|_2 \). The \( k \)th term used to approximate \( g \) is selected from \( N_k \) basis functions. Let \( S(\Upsilon, \Phi, \mathcal{N}) \) be all functions in \( L^2[0,1]^d \) with the sparse approximation errors bounded by \( \Upsilon \), i.e.,

\[
S(\Upsilon, \Phi, \mathcal{N}) = \{g \in L^2[0,1]^d : \tilde{\eta}_k(g) \leq \gamma_k, k = 0, 1, \ldots\}.
\]

Sparse approximation provides much more freedom of approximation yet one can still enjoy the simplicity of linearity to a great extent. Minimax bounds are given for sparse approximation sets in Yang and Barron (1997). For instance, if \( \gamma_k \sim k^{-\alpha}, \alpha > 0 \), then the minimax rate is between \( (n \log^2 n) n^{-2\alpha/(1+2\alpha)} \) and \( (n/\log n)^{-2\alpha/(1+2\alpha)} \).

Corresponding to sparse approximation, consider subset models:

\[
I(x, \theta) = \sum_{1 \leq j \leq k} \theta_j \phi_{l_j}(x),
\]

where \( I = (k, 1) \) with \( l = (l_1, \ldots, l_k) \) satisfying \( 1 \leq l_j \leq N_j \). The model complexity \( C_I \) can be assigned as in Section 3. From Corollary 1, we have the following result.

**Theorem 7.** Let \( \hat{I}_n \) be selected among the subset models using criterion ABC with \( \lambda \geq 5.1 \). Then the risk is bounded by

\[
\sup_{f \in S(\Upsilon, \Phi, \mathcal{N})} E \left( \text{ASE}(\hat{I}_n) \right) = O \left( m_n(\Upsilon) \log n/n \right),
\]

simultaneously for all choices of \( \Upsilon \) satisfying (10).

**Remark.** For the above result, \( \Phi \) and \( \mathcal{N} \) are held fixed. Generally, one is allowed to consider different choices of \( \Phi \) and \( \mathcal{N} \). A similar result still holds with suitable assignment of model complexity.

Since \( S(\Upsilon, \Phi, \mathcal{N}) \) contains \( F(\Upsilon, \Phi) \), the minimax square \( L^2 \) risk of \( S(\Upsilon, \Phi, \mathcal{N}) \) is bounded below by order \( m_n(\Upsilon)/n \). Thus from Theorem 7, by the subset selection, the mean ASE is within at most a logarithmic factor of the anticipated rates of convergence automatically over the different sparse approximation sets. In contrast, if only complete models are considered (i.e., considering only full approximation), the rate in general could be much worse as can be seen in the following example.
Example. Sparse Fourier Series. Consider the Fourier basis on \([0, 1]: \phi_1(x) = 1, \phi_2(x) = \sin(2\pi x), \phi_3(x) = \cos(2\pi x), \ldots\). With \(\gamma_k\) of order \(k^{-\alpha} (\alpha \geq 1)\), the full approximation set \(\mathcal{F}(\Upsilon, \Phi)\) is essentially a periodic Sobolev class with smoothness parameter \(\alpha\) (i.e., \(\mathcal{F}(\Upsilon, \Phi)\) is contained between two Sobolev balls of different radii, see, e.g., Lorentz (1966)). From Theorem 6, by considering the complete models, the optimal rate of convergence \(n^{-2\alpha/(2\alpha+1)}\) is achieved using the selected model. However, if the true regression function is in \(\mathcal{S}(\Upsilon, \Phi, N)\) with \(N_k = k^2\), then the rate of convergence of the estimator for the larger class \(\mathcal{S}(\Upsilon, \Phi, N)\) deteriorates to at least \(n^{-\alpha/(\alpha+1)}\) (see Yang and Barron (1997)). When the sparse subset models are considered, the rate improves to \(n^{-2\alpha/(2\alpha+1)} \log n\), Theorem 7.

We suspect that a logarithmic factor in the risk bound in Theorem 7 is needed for the sparse approximation sets. However, it still appears even if \(f\) is in a full approximation set, which we know from Theorem 6 is not necessary when just full approximation sets are considered. We next show that by considering both types of models, we get the advantages of both of them as if we knew which type to consider in advance. To that end, let the model index be \(I = (\delta, H)\), where \(\delta = 0\) indicates it is a complete model for which \(H = m\), and \(\delta = 1\) indicates it is a sparse subset model for which \(H = (k, l)\). To describe the new model index, we just need to add an extra bit describing the value of \(\delta\). Then \(H\) can be described as before. This gives us \(C((0, m)) = 1 + \log^* m\) for a complete model and \(C((1, (k, l))) = 1 + \log^* k + \sum_{i=1}^{k} \log N_i\) for a subset model. Let \(\Gamma_1\) and \(\Gamma_2\) denote the lists of complete models and sparse subset models, respectively. Then it can be easily verified that

\[
R_n(f; \Gamma_1 \cup \Gamma_2) = \lambda \log 2/n + \min(R_n(f; \Gamma_1), R_n(f; \Gamma_2)).
\]

That is, the index of resolvability when both types of models are considered is the minimum of the indices of resolvability when they are considered separately plus \(\lambda \log 2/n\), and this is negligible for nonparametric estimation. Let \(\hat{I}_n\) be the selected model. Then we have the following result.

**Corollary 2.** The estimator \(\hat{f}_{\hat{I}_n}\) satisfies

\[
\sup_{f \in \mathcal{F}(\Upsilon, \Phi)} E \left( \text{ASE}(\hat{I}_n) \right) = O(m_n(\Upsilon)/n)
\]

and

\[
\sup_{f \in \mathcal{S}(\Upsilon, \Phi, N)} E \left( \text{ASE}(\hat{I}_n) \right) = O(m_n(\Upsilon) \log(n)/n),
\]

simultaneously for all choices of \(\Upsilon\) satisfying (10). In addition, if \(f\) has approximation error \(c_1 k^{-\alpha} \leq \eta_k(f) \leq c_2 k^{-\alpha}\) for some constants \(c_1\) and \(c_2\) and \(\alpha > 0\), then

\[
\frac{\text{ASE}(\hat{I}_n)}{\inf_{I \in \Gamma_1 \cup \Gamma_2} \text{ASE}(I)} \to 1 \quad \text{in probability.}
\]
This corollary shows the advantages of enlarging the list of models from which to select. The resulting estimator converges at least nearly optimally for sparse approximation sets; stay at the anticipated rates for full approximation sets; and for a function with approximation error regularly decreasing, it has $ASE$ asymptotically equivalent in probability to the smallest value one can get with knowledge of which model is the best in advance. The last statement in Corollary 2 follows directly from Theorem 2.
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Appendix. Proofs of the Results

For the proofs of Theorems 1 and 2, assume $\sigma^2 = 1$, without lose of generality.

Proof of Theorem 1. Let $e_n = (\epsilon_1, \ldots, \epsilon_n)^T$. Using $\hat{Y}_I = M_I Y_n$, $Y_n = f_n + e_n$, and expanding the square, one obtains

$$\|Y_n - \hat{Y}_I\|^2 + 2r_I + \lambda C_I = \|f_n - \hat{Y}_I\|^2 + e_n^T e_n + 2e_n^T(f_n - M_I f_n) + 2(r_I - e_n^T M_I e_n) + \lambda C_I.$$

Let $\text{rem}_1(I) = e_n^T(f_n - M_I f_n)$ and $\text{rem}_2(I) = (r_I - e_n^T M_I e_n)$. For simplicity, denote $I^*_n$, $R_n(f; I)$, and $R^*_n(f; I)$ by $I_n$, $R_n(I)$, and $R^*_n$ respectively. By definitions of $\hat{I}$ and $I_n$, and using the projection property of $M_I$, we have

$$\|f_n - \hat{Y}_I\|^2 + \lambda C_I$$

$$= ABC(\hat{I}) - e_n^T e_n - 2 \text{rem}_1(\hat{I}) - 2 \text{rem}_2(\hat{I})$$

$$\leq ABC(I_n) - e_n^T e_n - 2 \text{rem}_1(\hat{I}) - 2 \text{rem}_2(\hat{I})$$

$$= \|f_n - \hat{Y}_{I_n}\|^2 + \lambda C_{I_n} + 2 \text{rem}_1(I_n) + 2 \text{rem}_2(I_n) - 2 \text{rem}_1(\hat{I}) - 2 \text{rem}_2(\hat{I})$$

$$= \|f_n - M_{I_n} f_n\|^2 + r_{I_n} + \lambda C_{I_n} + 2 \text{rem}_1(I_n) + \text{rem}_2(I_n) - 2 \text{rem}_1(\hat{I}) - 2 \text{rem}_2(\hat{I}).$$

Using $n R_n(\hat{I}) = \|f_n - \hat{Y}_I\|^2 + \lambda C_I + \text{rem}_2(\hat{I})$, we obtain

$$\frac{R_n(\hat{I})}{R^*_n} \leq \frac{n R^*_n + 2 \text{rem}_1(I_n) + \text{rem}_2(I_n) - 2 \text{rem}_1(\hat{I}) - \text{rem}_2(\hat{I})}{n R^*_n}$$

$$= 1 + \frac{2 \text{rem}_1(I_n) + \text{rem}_2(I_n) - 2 \text{rem}_1(\hat{I}) - \text{rem}_2(\hat{I})}{n R^*_n}.$$
that for all $I \in \Gamma$

$$|\text{rem}_1(I)| \leq \tau_1 (nR_n(I) + g_1(\delta)), \quad (A.1)$$

and that

$$|\text{rem}_2(I)| \leq \tau_2 (nR_n(I) + g_2(\delta)), \quad (A.2)$$

where $\tau_1$ and $\tau_2$ are two constants satisfying $2\tau_1 + \tau_2 < 1$. Then with probability no less than $1 - 3\delta$,

$$\frac{R_n(\hat{I})}{R_n^*} \leq 1 + (2\tau_1 + \tau_2) \frac{R_n(\hat{I})}{R_n^*} + 2\tau_1 \left(1 + \frac{2g_1(\delta)}{nR_n^*}\right) + \tau_2 \left(1 + \frac{2g_2(\delta)}{nR_n^*}\right). \quad (A.3)$$

Using that $nR_n^* \geq \tau_{l_n} \geq 1$, we know that with probability no less than $1 - 3\delta$,

$$\frac{R_n(\hat{I})}{R_n^*} \leq \frac{1 + 2\tau_1(1 + 2g_1(\delta)) + \tau_2(1 + 2g_2(\delta))}{1 - 2\tau_1 - \tau_2}, \quad (A.4)$$

and

$$\frac{\|f_n - \hat{Y}_j\|^2 + \lambda C_j}{nR_n^*} \leq \frac{nR_n(\hat{I}) + |\text{rem}_2(\hat{I})|}{nR_n^*} \leq \frac{(1 + \tau_2) R_n(\hat{I})}{R_n^*} + \tau_2 g_2(\delta) \leq \frac{(1 + \tau_2)(1 + 2\tau_1(1 + 2g_1(\delta)) + \tau_2(1 + 2g_2(\delta))}{1 - 2\tau_1 - \tau_2} + \tau_2 g_2(\delta). \quad (A.5)$$

Let $Z_n = (\|f_n - \hat{Y}_j\|^2 + \lambda C_j)/(nR_n^*)$, and $\xi_1 = (1 + \tau_2)(1 + 2\tau_1 + \tau_2)/(1 - 2\tau_1 - \tau_2)$, $\xi_2 = \lambda(2(1 + \tau_2)(2\tau_1 + \tau_2))/(1 - 2\tau_1 - \tau_2)$ for some constant $\lambda$ (to be given later). If $g_1(\delta) = g_2(\delta) = \lambda \log_2 (1/\delta)$ then, conditioned on $X_i$, $1 \leq i \leq n$, $P_n\{Z_n \geq \xi_1 + \xi_2 \log_2 (1/\delta)\} \leq 3\delta$. Thus

$$E_n \left(\frac{Z_n - \xi_1}{\xi_2}\right)^+ = \int_0^\infty P_n \left\{\frac{Z_n - \xi_1}{\xi_2} \geq t\right\} dt \leq 3 \int_0^\infty 2^{-t} dt = \frac{3}{\ln 2}.$$ 

Let $\xi = 3\xi_2/\ln 2 + \xi_1$, then we have $E_n(\|f_n - \hat{Y}_j\|^2/n + \lambda C_j/n) \leq \xi R_n^*$. Thus we need only prove (A.1) and (A.2) with $g_1(\delta) = g_2(\delta) = \lambda \log_2 (1/\delta)$.

The following two facts are useful.

**Fact 1.** If $Z \sim N(0, 1)$, then $P(|z| \geq t) \leq e^{-t^2/2}$.

**Fact 2.** If $Z_m \sim \chi_m^2$, then

$$P(Z_m - m \geq \kappa m) \leq e^{-\frac{m(\kappa - \ln(1+\kappa))}{4}}, \quad \kappa > 0$$
\[ P(Z_m - m \leq -\kappa m) \leq e^{-\frac{\kappa^2}{2}(\ln(\frac{1}{\kappa}) + \kappa)}, \quad 0 < \kappa < 1. \]

These familiar large deviation bounds follow by evaluating the Cramér-Chernoff exponents for Normal and Chi-square distributions.

Notice \( \text{rem}_1(I) \sim N(0, \|f_n - M_I f_n\|^2) \), so by Fact 1, \( P(|\text{rem}_1(I)|/\|f_n - M_I f_n\| \geq t_I) \leq e^{-t_I^2/2} \). Taking \( t_I^2 = 2(\ln 2)(C_I - \log_2(\delta)) \), we have

\[
P\left( \sup_{t \in \Gamma} \frac{|\text{rem}_1(I)|}{\|f_n - M_I f_n\| t_I} \geq 1 \right) \leq \sum_{t \in \Gamma} P\left( \frac{|\text{rem}_1(I)|}{\|f_n - M_I f_n\| t_I} \geq 1 \right) \\
\leq \sum_{t \in \Gamma} 2^{-(C_I - \log_2(\delta))} \\
\leq \delta.
\]

Thus, with probability no less than \( 1 - \delta \), for all \( I \in \Gamma \),

\[ |\text{rem}_1(I)| \leq \|f_n - M_I f_n\|(2(\ln 2)(C_I - \log_2(\delta)))^{1/2}. \]

For the other remainder term, because \( e_n' M_I e_n \sim \chi_r^2 \), by taking \( \rho_{1,I} \) such that

\[
\frac{r_I}{2} (\rho_{1,I} - \ln(\rho_{1,I} + 1)) = (\ln 2)(C_I - \log_2(\delta)),
\]

we get from Fact 2 that

\[ P(\text{rem}_2(I) \leq -\rho_{1,I} r_I \text{ for some } I \in \Gamma) \leq \sum_{t \in \Gamma} 2^{-(C_I - \log_2(\delta))} \leq \delta. \]  \hspace{1cm} (A.7)

Take \( \rho_{2,I} \) such that

\[
\frac{r_I}{2} (\rho_{2,I} + \ln(\frac{1}{1 - \rho_{2,I}})) = (\ln 2)(C_I - \log_2(\delta)) \]  \hspace{1cm} (A.8)

to find

\[ P(\text{rem}_2(I) \geq \rho_{2,I} r_I \text{ for some } I \in \Gamma) \leq \sum_{t \in \Gamma} 2^{-(C_I - \log_2(\delta))} \leq \delta. \]

If we can choose \( \lambda \) large enough (not depending on \( \delta \)) so that

\[ \|f_n - M_I f_n\| \sqrt{2(\ln 2)(C_I - \log_2(\delta))} \leq \tau_1(nR_n(I) + g_1(\delta)), \]

\[ \rho_{1,I} r_I \leq \tau_2(nR_n(I) + g_2(\delta)) \text{ and } \rho_{2,I} r_I \leq \tau_2(nR_n(I) + g_2(\delta)), \text{ then (A.1) and (A.2) are satisfied.} \]

Equivalently, we need

\[ \lambda + g_1(\delta)/C_I \geq (1/\tau_1)(\|f_n - M_I f_n\|/C_I^{1/2})(2\ln 2 - 2(\ln 2) \log_2(\delta)/C_I)^{1/2} - r_I / C_I \]
\[ -\|f_n - M_I f_n\|^2 / C_I, \]

\[ \lambda + g_2(\delta)/C_I \geq (\rho_{1,I}/\tau_2 - 1) r_I / C_I - \|f_n - M_I f_n\|^2 / C_I, \]

\[ \lambda + g_2(\delta)/C_I \geq (\rho_{2,I}/\tau_2 - 1) r_I / C_I - \|f_n - M_I f_n\|^2 / C_I. \]
Let \( s = \| f_n - M f_n \|^2 / (C_l - \log_2(\delta)) \). Using the relationships in (A.6) and (A.8), it suffices to require that for all \( s > 0, \rho_1 > 0, \) and \( 0 < \rho_2 < 1, \)
\[
\lambda + g_1(\delta)/C_I \geq (1 - \log_2(\delta)/C_I) \left((2(\ln 2)s)^{1/2}/\tau_1 - s\right),
\]
\[
\lambda + g_2(\delta)/C_I \geq (1 - \log_2(\delta)/C_I) \left((\rho_1/\tau_2 - 1)2(\ln 2)/(\rho_1 - \ln(\rho_1 + 1))\right),
\]
\[
\lambda + g_2(\delta)/C_I \geq (1 - \log_2(\delta)/C_I) \left((\rho_2/\tau_2 - 1)2(\ln 2)/(\rho_2 - \ln(1 - \rho_2))\right).
\]
The third requirement is automatically satisfied in the presence of the second one. Thus it suffices to require that
\[
\lambda \geq h(\tau_1, \tau_2) = \max_{s \geq 0} \left( \sup_{\rho > 0} \left((2(\ln 2)s)^{1/2}/\tau_1 - s\right), \sup_{\rho > 0} \left(\rho/\tau_2 - 1\right)2(\ln 2)/(\rho - \ln(\rho + 1))\right),
\]
with the choice of \( g_1(\delta) = g_2(\delta) = (-\log_2(\delta)) h(\tau_1, \tau_2) \) (i.e., \( \bar{X} = h(\tau_1, \tau_2) \)). It is easily seen that for any \( \tau_1 > 0, \tau_2 > 0, \) \( h(\tau_1, \tau_2) \) is less than infinity. Let \( \lambda_0 = \min_{0 < \tau_2 < 1} h(\tau_1, \tau_2) \). Then if \( \lambda > \lambda_0 \), by continuity, there exist \( \tau_1 \) and \( \tau_2 \) with \( 2\tau_1 + \tau_2 < 1 \) such that the desired requirements are satisfied. With suitably chosen \( \tau_2 \), 4.78, \( \lambda_0 \) can be shown to be smaller than 5.1.

Now suppose \( n R_n^* \to \infty \) as \( n \to \infty \). From (A.3), using \( \| f_n - \hat{Y}_I \|^2 = n R_n(I) - \text{rem}_2(I) \) and (A.2), we have that with exception probability no bigger than \( 3\delta \),
\[
\frac{\| f_n - \hat{Y}_I \|^2 + \lambda C_{\hat{I}}}{n R_n^*} \leq \frac{(1+\tau_2)(1+2\tau_1)(1+2g_1(\delta)/n R_n^*) + \tau_2 (1+2g_2(\delta)/n R_n^*)}{(1 - 2\tau_1 - \tau_2)}.
\]
Because for any fixed \( \delta, g_1(\delta) \) and \( g_2(\delta) \) are asymptotically negligible compared to \( n R_n^* \), the second conclusion of Theorem 1 follows. This complete the proof of Theorem 1.

**Remark.** The essential ingredients in the above analysis are the exponential inequalities in Facts 1 and 2. They are used to bound the magnitude of \( \text{rem}_1(I) \) and \( \text{rem}_2(I) \). Normality makes the quadratic remainder term \( \text{rem}_2(I) \) chi-square (centered) distributed and therefore easy to handle. In general, the distribution of this term depends on both the distribution of the errors and the design matrix of the model. Thus without normality, it seems unlikely that one can obtain such a general risk bound as in Theorem 1 without any conditions on the unknown regression function and the operating linear models.

**Proof of Corollary 1.** Let \( \hat{I}_n^* \) be a model achieving \( R_n^* \). Observing that \( \| f_n - \hat{f}_I \|^2 \leq \| f_n - f_{1,\theta^*} \|^2 \), where \( \theta^* \) is the minimizer of \( E(f(X) - f_{1,\theta}(X))^2 \) over \( \theta \in \mathbb{R}^{m_1} \) and \( f_{1,\theta^*} = (f_1(X_1, \theta^*), \ldots, f_1(X_n, \theta^*))^T \), we have
\[
\| f_n - \hat{f}_{\hat{I}_n^*} \|^2 / n + \lambda \sigma^2 \hat{C}_{\hat{I}_n^*} / n \leq \inf_{\lambda \in \Gamma} \{ \| f_n - f_{1,\theta} \|^2 / n + r \sigma^2 / n + \lambda \sigma^2 C_{I_n^*} / n \}
\]
\[
\leq \| f_n - f_{\hat{I}_n^*, \theta^*} \|^2 / n + r \sigma^2 / n + \lambda \sigma^2 C_{\hat{I}_n^*} / n
\]
\[
\leq \| f_n - f_{\hat{I}_n^*, \theta^*} \|^2 / n + m \sigma^2 / n + \lambda \sigma^2 C_{\hat{I}_n^*} / n.
\]
Together with (4), by taking expectation further with respect to \(\{X_i\}_{i=1}^n\), and using 
\[ E(\|f_n - f_{\widehat{I}_n}^*\|^2/n) = E(f(\mathbf{X}) - f_{\widehat{I}_n}^*(\mathbf{X}))^2, \]
we conclude that the expected value of the sum of ASE and the model complexity (over \(n\)) of the selected model is bounded above by a multiple of \(R_n^*\). This completes the proof of Corollary 1.

**Proof of Theorem 2.** From (A.3) with \(g_1(\delta) = g_2(\delta) = \overline{X}\log_2(1/\delta)\), for any fixed \(0 < \delta < 1\), there exists \(\tau_1^0\) and \(\tau_2^0\) and 
\[ A = A_0 = (1 + (2\tau_1^0 + \tau_2^0) (1 - 2\overline{X}\log_2(\delta)/\nu R_n^*)/(1 - 2\tau_1^0 - \tau_2^0) \] such that \(P(\hat{I} \in K_{n,A}) \geq 1 - 3\delta\). Suppose we can show that for any \(\tau_1, \tau_2\) with \(2\tau_1 + \tau_2 < 1\), when \(n\) is large enough,
\[ P (|\text{rem}_1(I)| \geq \tau_1 n R_n(I)) \text{ for some } I \in K_{n,A}) \leq \delta, \quad (A.9) \]
\[ P (|\text{rem}_2(I)| \geq \tau_2 n R_n(I)) \text{ for some } I \in K_{n,A}) \leq 2\delta. \quad (A.10) \]

Then, similarly to the analysis in the proof of Theorem 1 (see (A.5)) but considering only models in \(K_{n,A}\) instead of \(\Gamma\), when \(\hat{I} \in K_{n,A}\) (which implies that \(\hat{I}\) minimizes \(ABC\) over \(K_{n,A}\)), one can show that with probability no less than \(1 - (3\delta + 3\delta)\),
\[ \frac{R_n(\hat{I})(1 - \tau_2)}{R_n^*} \leq \frac{\|f_n - \hat{Y}_I\|^2 + \lambda C_I}{nR_n^*} \leq \frac{(1 + \tau_2)(1 + 2\tau_1 + \tau_2)}{1 - 2\tau_1 - \tau_2}. \]

Note the r.h.s of the above inequality goes to 1 when \(\tau_1 \to 0, \tau_2 \to 0\) and that \(R_n(\hat{I})/R_n^* \geq 1\). As a result, 
\[ (\|f_n - \hat{Y}_I\|^2 + \lambda C_I)/(nR_n^*) \to 1 \text{ in probability.} \]
Using \(\sup_{I \in K_{n,A}} C_I/r_I \to 0\) together with (A.10), it is seen that for \(I \in K_{n,A}\), \(\lambda C_I\) is negligible in probability compared to 
\[ \|f_n - \hat{Y}_I\|^2 = \|f_n - M_I f_n\|^2 + r_I - \text{rem}_2(I). \]
Also \(\lambda C_I\) is negligible compared to 
\[ \|f_n - M_I f_n\|^2 + r_I. \]

As a consequence, we have both 
\[ \|f_n - \hat{Y}_I\|^2/nR_n^* \to 1 \text{ and } \|f_n - \hat{Y}_I\|^2/(\|f_n - M_I f_n\|^2 + r_I) \to 1 \text{ in probability.} \]

Now let us prove (A.9) and (A.10). In the proof of Theorem 1, we have shown that with probability no less than \(1 - \delta\), for all \(I \in \Gamma\),
\[ |\text{rem}_1(I)| \leq \|f_n - M_I f_n\|(2(\ln 2)(C_I - \log_2(\delta)))^{1/2}. \quad (A.11) \]

Because \(\|f_n - M_I f_n\|^2 + r_I + \lambda C_I \geq 2\|f_n - M_I f_n\|(r_I)^{1/2}\) and \(\sup_{I \in K_{n,A}} C_I/r_I \to 0\), we have that for any fixed \(0 < \delta < 1\), \(|\text{rem}_1(I)| \leq \tau_1 n R_n(I)\) holds with probability no less than \(1 - \delta\) for all \(I \in K_{n,A}\) and any \(\tau_1 > 0\) when \(n\) is large enough.

For the other remainder term, from the proof of Theorem 1, we know that with probability no less than \(1 - \delta\), \(\text{rem}_2(I) \leq \rho_{2,I} r_I\) for all \(I \in \Gamma\), where \(\rho_{2,I}\) satisfies (A.8). So with probability no less than \(1 - \delta\),
\[ \text{rem}_2(I) \leq 2(\ln 2)(C_I - \log_2(\delta)) \text{ for all } I \in \Gamma. \quad (A.12) \]

Similarly, with probability no less than \(1 - \delta\), \(\text{rem}_2(I) \geq -\rho_{1,I} r_I\) for all \(I \in \Gamma\), where \(\rho_{1,I}\) satisfies (A.6). From \(\sup_{I \in K_{n,A}} C_I/r_I \to 0\), we have \(\sup_{I \in K_{n,A}} \rho_{1,I} \to 0\).
Therefore for $n$ large enough, $\rho_{1,I} - \ln(1 + \rho_{1,I}) \geq (\rho_{1,I})^2/4$ for all $I \in K_{n,A}$. Then $\rem_2(I) \geq - (8\ln 2)(C_I - \log_2(\delta))r_I)^{1/2}$ holds with probability no less than $1 - \delta$ for all $I \in K_{n,A}$. For any fixed $0 < \delta < 1$, again from the assumption $\sup_{I \in K_{n,A}} C_I/r_I \to 0$, it follows that $\sup_{I \in K_{n,A}} (C_I - \log_2(\delta)) / (n R_n(I)) \to 0$ and $\sup_{I \in K_{n,A}} (8(C_I - \log_2(\delta))r_I)^{1/2}/(n R_n(I)) \to 0$. So with probability no less than $1 - 2\delta$, $|\rem_2(I)| \leq \tau_2 n R_n(I)$ for all $I \in K_{n,A}$ and for every $\tau_2$, when $n$ is large enough.

For the proof of the second result, we need to treat the two remainder terms more carefully. Let

$$
\tau_1(\delta) = \sup_{I \in \Gamma_n} \frac{\|f_n - M_I f_n\|}{\|f_n - M_I f_n\|^2 + r_I + \lambda C_I + \log^2(\delta)}.
$$

Then using $a + b \geq 2(ab)^{1/2}$ for $a, b > 0$, we have

$$
\tau_1(\delta) \leq \sup_{I \in \Gamma_n} \left( \frac{\ln 2(C_I - \log_2(\delta))}{2(r_I + \lambda C_I + \log^2(\delta))} \right)^{1/2} \leq \left( \frac{\ln 2}{2} \right)^{1/2} \left( \sup_{I \in \Gamma_n} \left( \frac{C_I}{r_I} + \frac{1}{2\sqrt{r_I}} \right) \right)^{1/2}.
$$

Let $\tau_{1,0}$ denote the right side of the second inequality above. Then together with (A.11), we have that with probability no less than $1 - \delta$, for all $I \in \Gamma_n$, $|\rem_1(I)| \leq \tau_{1,0}(n R_n(I) + \log^2_2 \delta)$. From (A.12), with probability no less than $1 - \delta$, $\rem_2(I) \leq 2(\ln 2)(C_I - \log_2(\delta))$ for all $I \in \Gamma_n$. From (A.7), with probability no less than $1 - \delta$, $\rem_2(I) \geq -\rho_{1,I} r_I$ for all $I \in \Gamma_n$, where $(r_I/2)(\rho_{1,I} - \ln(1 + \rho_{1,I}) = (\ln 2)(C_I - \log_2(\delta))$. For $\rho_{1,I} \leq 1$, $\rho_{1,I} - \ln(1 + \rho_{1,I}) \geq \rho_{1,I}^2/4$. Then $\rem_2(I) \geq -r_I^{1/2}(\rho_{1,I}^{1/2})^{1/2} \geq -8(\ln 2)(C_I - \log_2(\delta))r_I^{1/2}$ holds with probability no less than $1 - \delta$. For $\rho_{1,I} \geq 1$, because $\rho_{1,I} - \ln(1 + \rho_{1,I}) \geq \rho_{1,I}/2$, we have that $r_I \rho_{1,I}/2 \leq 2\ln 2(C_I - \log_2(\delta))$. So $\rem_2(I) \geq -4(\ln 2)(C_I - \log_2(\delta))$ with probability no less than $1 - \delta$. As in the bounding of $\tau_1(\delta)$, we have

$$
\sup_{I \in \Gamma_n} \max((8 \ln 2(C_I - \log_2(\delta))r_I^{1/2}, 4 \ln 2(C_I - \log_2(\delta)))
\leq \max((8 \ln 2 \sup_{I \in \Gamma_n} (C_I/r_I + 1/(2r_I^{1/2})))^{1/2}, 4 \ln 2 \sup_{I \in \Gamma_n} (C_I/r_I + 1/(2r_I^{1/2}))).
$$

Let $\tau_{2,0}$ denote the right side of the above inequality. It follows that with probability no less than $1 - 2\delta$, $|\rem_2(I)| \leq \tau_{2,0}(n R_n(I) + \log^2_2 \delta)$ holds for all $I \in \Gamma_n$.

Together, and from (A.3), we have that with probability no less than $1 - 6\delta$, $W_n = \frac{R_n(\hat{I})}{R_n} \leq \frac{1 + (2\tau_{1,0} + \tau_{2,0})(1 + 2\log^2_2 \delta/\xi_n)}{1 - 2\tau_{1,0} - \tau_{2,0}}$, where $\xi_n = \min_{I \in \Gamma_n} r_I$. Let

$$
\overline{W} = \left( W_n - \frac{1 + 2\tau_{1,0} + \tau_{2,0}}{1 - 2\tau_{1,0} - \tau_{2,0}} \right) / \frac{2(2\tau_{1,0} + \tau_{2,0})}{\xi_n (1 - 2\tau_{1,0} - \tau_{2,0})}.
$$
Then $P_n\{\bar{W} \geq \log_2^2 \delta\} \leq 6\delta$ for $0 < \delta < 1$. It follows that $E_n\bar{W}^+ = \int_0^\infty P_n\{\bar{W} \geq t\} dt \leq 6 \int_0^\infty 2^{-t/2} dt = 12/(\ln 2)^2$. Thus

$$E_n (W_n) \leq \frac{1 + 2r_{1,0} + \tau_{2,0}}{1 - 2\tau_{1,0} - \tau_{2,0}} + \frac{24 (2\tau_{1,0} + \tau_{2,0})}{(\ln 2)^2 L_n (1 - 2\tau_{1,0} - \tau_{2,0})}.$$ 

Because sup$_I \in \Gamma$ $C_I/r_I \to 0$, $\tau_{1,0}$ and $\tau_{2,0}$ tend to 0. Then the r.h.s. of the above inequality tends to 1 as $n \to \infty$. Together with $W_n \geq 1$, we conclude that $\lim_{n \to \infty} E_n(W_n) = 1$. Because $C_I$ is uniformly negligible compared to $r_I$, we have

$$\inf_{I \in \Gamma} (\|f_n - \bar{T}_I\|^2/n + r_I \sigma^2/n) \to 1.$$ 

Then (8) follows. This completes the proof of Theorem 2.

**Proof of Theorem 3.** Expanding squares as in the proof of Theorem 1, we have

$$\|Y_n - \hat{Y}_I\|^2 + 2r_I \hat{\sigma}^2 + \lambda C_I \hat{\sigma}^2$$

$$= e_n^t e_n + (\|f_n - M_I f_n\|^2 + r_I \sigma^2 + \lambda \sigma^2 C_I) + 2e_n^t (f_n - M_I f_n) + (r_I \sigma^2 - e_n^t M_I e_n)$$

$$+ (2r_I + \lambda C_I) (\hat{\sigma}^2 - \sigma^2).$$

From the proof of Theorem 1, for $\lambda \geq 5.1$, there exist $\tau_1$ and $\tau_2$ with $2\tau_1 + \tau_2 \leq 1 - \gamma$ for some small $\gamma > 0$, such that for any $0 < \delta < 1$, there exist $g_1(\delta)$ and $g_2(\delta)$ such that (A.1) and (A.2) are satisfied with probability no less than $1 - 3\delta$. Let $\beta_n = P (|\hat{\sigma}^2 - \sigma^2| > \gamma \sigma^2/2)$. Then, because $\hat{\sigma}^2$ is consistent, $\beta_n \to 0$. Let $\text{rem}_3(I) = (2r_I + \lambda C_I) (\hat{\sigma}^2 - \sigma^2)$. From the above, with probability no less than $1 - 3\delta - \beta_n$, the three remainder terms are well controlled as in (A.1), (A.2), and $|\text{rem}_3(I)| \leq (2r_I + \lambda C_I) \gamma \sigma^2/2 \leq (\gamma/2) n R_n(I)$. Proceed as in the proof of Theorem 1 to get an inequality similar to (A.5) with a different upper bound in terms of $\delta$. The proof of the second assertion in Theorem 3 can be handled using the argument in the proof of Theorem 2. This completes the proof of Theorem 3.

**Proof of Theorem 4.** We prove the slightly stronger conclusion that with probability tending to 1, $\text{ASE}(I) \leq B_1 \inf_{I \in \Gamma} (\|f_n - \bar{T}_I\|^2 + r_I \sigma^2 + \lambda \sigma^2 C_I)$. Let $A_I = I_{m_I \times m_I} - M_I$, where $I_{m_I \times m_I}$ is the $m_I \times m_I$ identity matrix. By removing a common term $(e_n^t e_n)$ for all models, the criterion is theoretically equivalent to

$$\text{crit}(I) = \|A_I f_n\|^2 - r_I \sigma^2 + (r_I \sigma^2 - e_n^t M_I e_n) + 2e_n^t A_I f_n$$

$$+ \frac{2r_I}{n - r_I} (\|Y_n - \hat{Y}_I\|^2 + \lambda \sigma^2 C_I) + \lambda \sigma^2 C_I$$

$$= \|A_I f_n\|^2 + r_I \left(\frac{2}{n - r_I} (\|Y_n - \hat{Y}_I\|^2 + \lambda \sigma^2 C_I) - \sigma^2\right)$$

$$+ \lambda \sigma^2 C_I + 2\text{rem}_1(I) + \text{rem}_2(I),$$

where $\lambda \geq 5.1$. This completes the proof of Theorem 4.
where $\text{rem}_1(I)$ and $\text{rem}_2(I)$ are defined in the proof of Theorem 1. Note also that
\[
\|Y_n - \hat{Y}_I\|^2 + \lambda \sigma_0^2 C_I
= \|A_f n\|^2 + (n - r_I)\sigma^2 + \left(\epsilon_n A_I e_n - (n - r_I)\sigma^2\right) + 2\epsilon_n A_I f_n + \lambda \sigma_0^2 C_I.
\]

Let $T(I) = \|A_f n\|^2 + (n - r_I)\sigma^2 + \lambda \sigma_0^2 C_I$. Redefine $R_n(I) = \|A_f n\|^2 + r_I\sigma^2 + \lambda \sigma_0^2 C_I$ (noting that $\|A_f n\|^2 = \|f_n - \bar{f}_I\|^2$). As in the proof of Theorem 1, one can show that if $\lambda > h(\tau_1, \tau_2)$, then there exist two constants $\tau_1$ and $\tau_2$ with $2\tau_1 + \tau_2 < 1$ such that for any $\delta > 0$, with probability no less than $1 - 5\delta$, $|\text{rem}_1(I)| \leq \tau_1(nR_n(I) + g_1(\delta))$, $|\text{rem}_2(I)| \leq \tau_2(nR_n(I) + g_2(\delta))$, and $|\epsilon_n A_I e_n - (n - r_I)\sigma^2| \leq \tau_2(T(I) + g_2(\delta))$, where $g_1(\delta) = g_2(\delta) = \Xi \log_2(1/\delta)$. Under the condition that for each $I \in \Gamma$, $\|f_n - \bar{f}_I\|^2 \to \infty$, for any $\epsilon > 0$, when $n$ is large enough, $nR_n(I) + g_1(\delta) \leq (1 + \epsilon)nR_n(I)$, $nR_n(I) + g_2(\delta) \leq (1 + \epsilon)nR_n(I)$, and $(T(I) + g_2(\delta)) \leq (1 + \epsilon)T(I)$. Then with probability no less than $1 - 5\delta$, we have
\[
\text{crit}(I) \geq \|A_f n\|^2 + r_I \left(\frac{2\left(1 - (1 + \epsilon)(2\tau_1 + \tau_2)\right)T(I)}{n - r_I} - \sigma^2\right) - (1 + \epsilon)(2\tau_1 + \tau_2)R_n(I)
+ \lambda \sigma_0^2 C_I
\geq \|A_f n\|^2 + r_I (1 - (1 + \epsilon)(4\tau_1 + 2\tau_2))\sigma^2 - (1 + \epsilon)(2\tau_1 + \tau_2)R_n(I) + \lambda \sigma_0^2 C_I
\geq (1 - (1 + \epsilon)(6\tau_1 + 3\tau_2))R_n(I)
\]

For the above inequalities to be useful, we need $6\tau_1 + 3\tau_2 < 1$. Let $I_n$ be the model minimizing $R_n(I)$ among the candidate models. From the above, with exception probability less than $5\delta$,
\[
\text{crit}(I_n) \leq \|A_{I_n} f\|^2 + r_{I_n} \left(\frac{2\left(1 + (1 + \epsilon)(2\tau_1 + \tau_2)\right)T(I_n)}{n - r_{I_n}} - \sigma^2\right)
+ (1 + \epsilon)(2\tau_1 + \tau_2)R_n(I_n) + \lambda \sigma_0^2 C_I.
\]

Under the assumption that $R_n^*(f; \Gamma) \to 0$, and since $R_n(I_n) \leq (\sigma_0^2/\sigma^2)R_n^*(f; \Gamma)$, we have that $r_{I_n}/n \to 0$ and $(\|A_{I_n} f\|^2 + \lambda \sigma_0^2 C_{I_n})/ (n - r_{I_n}) \to 0$. So when the sample size is large enough, $T(I_n)/(n - r_{I_n}) \to 1$ and $\text{crit}(I_n) \leq (1 + \epsilon)(1 + (1 + \epsilon)(6\tau_1 + 3\tau_2))R_n(I_n)$. Thus for any $\delta > 0$, when the sample size is large enough, we have that with probability no less than $1 - 5\delta$,
\[
R_n(I) \leq \text{crit}(\hat{I}) / (1 - (1 + \epsilon)(6\tau_1 + 3\tau_2))
\leq \text{crit}(I_n) / (1 - (1 + \epsilon)(6\tau_1 + 3\tau_2))
\leq (1 + \epsilon)(1 + (1 + \epsilon)(6\tau_1 + 3\tau_2))R_n(I_n) / (1 - (1 + \epsilon)(6\tau_1 + 3\tau_2))
\]

That is,
\[
R_n(I)/R_n(I_n) \leq (1 + \epsilon)(1 + (1 + \epsilon)(6\tau_1 + 3\tau_2)) / (1 - (1 + \epsilon)(6\tau_1 + 3\tau_2))
\]
with exception probability less than $5\delta$. As in the proof of Theorem 1, we know with probability tending to 1, $(\|f_n - \tilde{Y}_f\|^2 + \lambda C_T)/R_n(I_n) \leq B_1$, where the constant $B_1$ depends on $\epsilon$, $\tau_1$ and $\tau_2$, provided $(1 + \epsilon)(6\tau_1 + 3\tau_2) < 1$. Minimizing $h(\tau_1, \tau_2)$ over $\tau_1$ and $\tau_2$ in the region $6\tau_1 + 3\tau_2 < 1$, one finds a minimum value less than 40. Thus the asymptotic results hold when $\lambda \geq 40$. This completes the proof of Theorem 4.

**Proof of Theorem 5.** From Corollary 1, we need only examine the index of resolvability $R_n^*$ for the enlarged Sobolev classes $S_n(\alpha; C)$. To that end, the main task is to upper bound the approximation error for these classes by the tensor-product splines. For $g \in W^2_2(C)$, from Schumaker (1981), Theorem 12.8 and Equation 13.69, as used in Stone (1994), with $q^*_r$ satisfying $|q^*_r| = \alpha$ and $m^*_r = (m, m, \ldots, m)$, for the spline model $I = (r, q^*_r, m^*_r)$, the approximation error $\int_0^1 (g(z_r) - g_l, \phi_r(z_r))^2 dz_r$ is upper bounded by $Am^{-2\alpha}$, where the constant $A$ depends only on $r$, $q^*_r$ and $C$. As a consequence, the approximation error of class $S_n(\alpha; C)$ by model $I$ is upper bounded by order $d^r/(r!(d-r))!Am^{-2\alpha}$. The model dimension $m_I$ is of order $m^r$. Note that for given $r$ and $q^*_r$, the model complexity $\log_2 d + \sum_{j=1}^r \log^* q_j + r \log^* m$ is asymptotically negligible compared to $m_I$. Finally,

$$
\sup_{f \in S_n(\alpha; C)} R_n^*(f; \Gamma) \leq \inf_m \left( \sup_{f \in S_n(\alpha; C)} \int (f(x) - f(r, q^*_r, m^*_r), \phi^*(x))^2 dx + \frac{m(r, q^*_r, m^*_r)\sigma^2}{n} \right)
$$

$$
+ \frac{\lambda \sigma^2 C(r, q^*_r, m^*_r)}{n}
$$

$$
= O \left( \inf_m \left( m^{-2\alpha} + m^r/n \right) \right)
$$

$$
= O \left( n^{-2\alpha/(2\alpha+r)} \right),
$$

where in the last step, $m$ is taken of order $n^{1/(2\alpha+r)}$. This completes the proof of Theorem 5.

**Proof of Theorem 6.** By Corollary 1, we need only show $\sup_{f \in \mathcal{F}(\Upsilon, \varphi)} R_n^*(f; \Gamma_1) = O(m_n(\Upsilon)/n)$ for each choice of $\Upsilon$ satisfying (10), where $\Gamma_1$ is the list of complete models. For $f \in \mathcal{F}(\Upsilon, \Phi)$, by definition, we have $\inf_{\theta \in \Theta^m} E(f(X) - f_m, \theta(X))^2 \leq \gamma_m^2$, together with $C_m/m \rightarrow 0$, we know $\sup_{f \in \mathcal{F}(\Upsilon, \Phi)} R_n^*(f; \Gamma_1) \leq A \inf_m (\gamma_m^2 + m\sigma^2/n) = O(m_n(\Upsilon)/n)$, where $A$ is a constant not depending on $m$. The conclusion follows.

**Proof of Theorem 7.** As mentioned in Section 3, for $N_k$ of order $k^r$ ($r > 1$), $C_1$ is of order $k \log k$. Let $\Gamma_2$ denote the list of the subset models. Then, as in the proof of Theorem 6, $\sup_{f \in \mathcal{S}(\Upsilon, \Phi, \mathcal{X})} R_n^*(f; \Gamma_2) \leq A' \inf_k (\gamma_k^2 + k\sigma^2/n + k \log k/n)$ $= O(m_n(\Upsilon) \log n/n)$, where in the last step, we take $k$ of order $m_n(\Upsilon)$. The conclusion then follows from Corollary 1.
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