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What is image processing?
mDenoising

http://people.tuebingen.mpg.de/burger/neural_denoising/



What is image processing?
BEdge detection

.

http://www.mis.med.akita-u.ac.jp/~kata/image/sobelprew.html



What is image processing?
mSegmentation

https://jp.mathworks.com/discovery/image-segmentation.html



What is image processing?
WRecognition

Cat

Dog



What is image processing?
WRecognition

) Cat

) Dog

Image processing = Processing whose inputs are images



Notation
mDigital images

x-th

Color: {0,1,...,255}3
Grayscale: {0,1, ..., 255}
Binary: {0,1}

v = [V0, Vo1, +» VH—1 w-1]



Two types of image processing

mImage processing without statistical models
¢ Each pixel value v,, is just an integer or real number.

¢ Filtering, Deep learning, ...

mImage processing with statistical models

®Each pixel value v,, is a realized value of random variable V,,,.

¢ Ising model, Hidden Markov model, ...
€ This study
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Image processing without statistical models

mMathematical model

4 > f(v;0) > a

Denoised image,

V1,V3, ..., Vp Detected edges,
Tuning with training data Segmented image,

Recognized object,

mEX. Filtering, Deep learning, ...
mPractically, we have enough performance.
mTheoretically, it lacks statistical optimality or guarantee.
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Image processing with statistical models

mMathematical model

p(v|6)

vl, vZ, ...,vn -

mEX. Ising model, Hidden Markov model, ...
mWe can discuss statistical optimality or guarantee of §(-) to p(v|0)
BThe main concern: Flexibility of model <— Efficiency of learning
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Image processing with statistical models

mMathematical model

p(v|6)

Hereafter, we focus on
V1,V3, ..., Un = the parameter estimation

mEX. Ising model, Hidden Markov model, ...
mWe can discuss statistical optimality or guarantee of §(-) to p(v|0)
BThe main concern: Flexibility of model <— Efficiency of learning
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mHierarchical statistical models for images
m
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" Global and local structure of images

W[ ocal structure

Neighboring pixels
have similar values

15



Global and local structure of images

mGlobal structure

Pixel values have different properties
in regions at a distance from each other
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Global and local structure of images
mHierarchical representation

m € M': a model for the global structure
0™ € @™ parameters for the local structures

m ~ p(m)
0™ ~ p(0™|m)
v ~p|0™,m)

Hierarchical Bayesian statistical model
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WA statistical model for local structure of images
m
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Two-dimensional auto-regressive model|

mGenerative model [Nakahara et al., 2020]
y-th
x-th ===p======-mmmmmmmmmm oo Vyy OF
t=xW+y
(More precisely, v,, is normalized and quantized. See our paper.)
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Two-dimensional auto-regressive model
mGenerative model [Nakahara et al., 2020]

S L &8 N B _ N N § § ] ---\<I
—t
-

x-th ===p======—mmmmmeea I( ----- -=

Ut — ‘U;(t)e + Et

€ ~ N (€10, 771)

(More precisely, v,, is normalized and quantized. See our paper.)
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Two-dimensional auto-regressive model
mGenerative model [Nakahara et al., 2020]

=
1 =
=

Conjugate Prior

<
=
=
N

N(@O|u, (zA)"HGam(z|a, b)

x-th =--

Ut = ‘U;(t)e + Et

€ ~ N (€10, 771)

(More precisely, v,, is normalized and quantized. See our paper.)
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Parameter estimation

BThe prior p(0,7) is assumed to be normal-gamma distribution.

WThe posterior also becomes normal-gamma distribution.
p(0,t|vt) = N(O|u,, (tA) ") Gam(z|ay, by),
where
Ar = A g + vR(t)v}Te(t)

He = Azl(vth(t) + At—1ﬂt—1)
1

aAr = Ay_1 +—
t t—1 2

1 T 2 T
by = be_1 + 5 (—pe Aepy + 08 + e Ap_qpe—q)

BFor example, we can estimate 6 and 7 by
—~ a;

0=u, —
Ht T b,
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Conclusion of the model for local structure

mPixel values are indexed in raster scan order.

mExplanatory variables are selected from spatially
neighboring pixels

BWe can estimate the parameters 6 and 7 in a similar
manner with the usual Bayesian linear regression model.
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WA statistical model for global structure of images
m
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Global and local structure of images
mHierarchical representation

m € M': a model for the global structure
0™ € @™ parameters for the local structures

m ~ p(m)
0™ ~ p(0™|m)
v ~p|0™,m)

Hierarchical Bayesian statistical model
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Our idea

mEach smooth region can be represented by two-
dimensional auto-regressive model.

p(v|0,7)

p(v|6',7')
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Trivial way

mDivide the image into fixed size blocks
mAssume different stochastic models to them

Too small

Too large

27



 Quadtree

mIt effectively represents variable size block
segmentation

/

BmPrevious studies regard it just as a procedure

mIn this study, we regard the quadtree as a part of
stochastic generative model of the images.
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Proposed stochastic model [nakahara et al., 2020}

Let both width and height are 2%max,
Consider the set of the quadtrees whose depth < d, .

rmy s "2
M = < 2L
LT

\.

One of them is chosen with probability p(m).

"2

zdmax




Proposed stochastic model [nakahara et al., 2020}

BParameters 6. and 1, are independently assigned to
each block s with probability p(@,, t,|m).

0,17, 0,,7; 05, 75
93' T3 941 T4
96) T6 071 T7

p(05'T5|m)

Independent

p(0,,1,|m)

Bm — {91, 92, ...,97}
T = {Tl, 1o, ...,T7}
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Proposed stochastic model [nakahara et al., 2020}

Pixel value v, at block s is generated in order of the
raster scan with probability p(v.|vt~1, 0, 1, m).

_—— p(v.|vt~1,0c, 15, m)

v, depends only on

6,76 87;,7;1  « The past sequence v¢?!

 The parameters 6, and t, of
the block s which contains v,
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Prior distribution

We estimate m by MAP estimation.

Probability that block s is divided

L™: Leaf node of m
(1- gs) 1_[ s g™ Inner node of m

Prior of models
p(m) = r
sELJﬁ"

segm gs € [0,1]: Hyperparameter of s

£ . divided with probability g,
£~ : NOT divided with probability 1 — g,
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Prior distribution

We estimate m by MAP estimation.

Prior of models

p(m) = r (1-gs) 1_[ s

Posterior of models

p(m|vt) = 1_[ (1—gse) 1_[ Js|t

SELM segm

Probability that block s is divided

L™: Leaf node of m
J™: Inner node of m
gs € [0,1]: Hyperparameter of s

This is known to be conjugate prior
of p(vt|@™, m) [Matsushima et al., 2009]

L™: Leaf node of m
g™: Inner node of m
gst € [0,1]: Hyperparameter of s
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Hyperparameter updating

gsic Can be updated as follows. It takes only 0(dpyax).

Prior (Marginalized)

likelihood
t—1 s and s.jq @re on the path
_ V+D , Schi child
Jsit = Isit-1 4Vl — child) from the root node
q(ve|vt=1,s) to the node corresponds to v,
Normalization
constant
Predictive distribution of
qg(ve|vt1,s) the 2D-AR model
St(welne Ae, ve), Is| =1

(1= gs1e—1)StWelne, A6, ve) + gsje—1a Wel v L, Scnitg), otherwise
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Maximization of posterior

Posterior of models

L™: Leaf node of m
p(m|vt) = 1_[ (1-gsc) 1_[ s\t gm: Inner node of m

SEL™ segm gs € [0,1]: Hyperparameter of s

This posterior can be maximized by dynamic programing.

max p(m
m

$(s) =

vh) = $e(s1)

‘

Lmax{l — 9sit e Pe(Scnira, ) Pe (Schita, )P (Schitd, )Pe(Scnina, )}, otherwise

mMAP = arg max p(m|v?) can be found by backtracking after the
above maximization with flag variables.
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Conclusion of the model for G

mWe interpreted the quadtree from ]

the stochastic model.

obal structure

ust a procedure into

mUsing the conjugate prior over the quadtrees, posterior
distribution can be calculated by updating the
hyperparameters. It takes only 0(d44).

mPosterior can be maximized by dynamic programing.
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Numerical experiments
Model and parameter estimation for benchmark images

3 Al .'F!-!ﬁ
G nem
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mConclusion and future works
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Conclusion and future works

mConclusion

¢ 1 introduced an idea to represent the structure of images by
hierarchical statistical models

®The 2D-AR model is for the local structure
©The model on the quadtree is for the global structure

mFuture works

€ Our proposed model can be used for other problems
BFeature extraction
BImage generation
®Image inpainting
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