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Abstract: This study aims to develop homogeneity tests for high-dimensional mean

vectors and covariance matrices, in which the number of features may be greater

than the sample size. We introduce two categorically weighted statistics to test

the equality of means and of covariance matrices. We establish the asymptotic

distributions of the proposed test statistics under certain mild conditions, and

develop simplified algorithms to facilitate the implementation and application.

Simulation studies demonstrate the satisfactory performance of the proposed tests

in terms of the empirical size and power. We also apply the proposed test procedures

to two microarray data sets.
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1. Introduction

Despite numerous studies on homogeneity tests for distributions or distribu-

tion features (mean vectors or covariance matrices) in different populations, a

crucial remaining problem is establishing whether gene expression levels differ

among predefined patient populations in order to identify a disease’s capital

causal gene. However, in modern biological and financial studies, the data

dimension is often much larger than the sample size. This “large p, small n”

paradigm poses a considerable challenge to classical homogeneity tests, which

were originally designed for fixed-dimensional problems.

This study focuses on homogeneity tests for high-dimensional mean vectors

and covariance matrices. Assume that homogeneity tests for means, consider R

groups. When R = 2, the traditional Hotelling T2 test is optimal for normally

distributed data when p is fixed. Several extensions of the Hotelling T2 test have

been proposed to accommodate high dimensionality; examples include those of

Bai and Saranadasa (1996), Srivastava and Du (2008), Chen and Qin (2010), Cai,

Liu and Xia (2013), Feng, Zou and Wang (2016), and Chang et al. (2017). When

R > 2, researchers often use a multivariate analysis of variance (MANOVA) to

investigate whether the population mean vectors are the same under the “large

n, small p” paradigm. Cai and Xia (2014) test the equality of multiple high-

dimensional sparse mean vectors under dependency. Recently, Hu et al. (2017)
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