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Abstract: In this paper, we propose a parsimonious reduced-rank linear discriminant

analysis model for high-dimensional sparse multi-class discriminant analysis. We

construct a sparse dimension reduction subspace to contain all the information

necessary for a linear discriminant analysis. We show explicitly the connections

between our model and two well-studied models in the literature: the principal fitted

component model in sufficient dimension reduction, and the multivariate reduced-

rank regression model. The likelihood-inspired efficient estimator is then recast

from a convex optimization perspective. A doubly penalized convex optimization is

proposed to unite sparsity and low-rankness in high dimensions, and is then solved

efficiently using a three-operator splitting algorithm. We establish the rank selection

consistency and classification error consistency of the proposed method when the

number of variables grows very fast with the sample size. The effectiveness of the

proposed method is demonstrated by means of extensive simulation studies and an

application to facial recognition data sets.
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1. Introduction

High-dimensional linear discriminant analysis (LDA) methods have been

widely studied and applied (e.g., Bickel and Levina (2004); Cai and Liu (2011),

Shao et al. (2011); Mai, Zou and Yuan (2012)). We consider multi-category classi-

fication with K ≥ 2 classes, where an LDA can identify at most K−1 linearly in-

dependent discriminant directions. When the dimension of the subspace spanned

by all discriminant directions is less than K−1, this is known as the reduced-rank

LDA problem (Hastie, Tibshirani and Friedman (2009, Chap. 4.3.3)). There are

two popular approaches to this problem. The first approach includes methods

such as the penalized LDA (Witten and Tibshirani (2011)) and sparse optimal

scoring (Clemmensen et al. (2011)). These methods are high-dimensional ex-
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