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Abstract: Existing functional principal component analysis (FPCA) methods are

restricted to data with a single or finite number of random functions (much smaller

than the sample size n). In this work, we focus on high-dimensional functional

processes where the number of random functions p is comparable to, or even much

larger than n. Such data are ubiquitous in various fields, such as neuroimaging

analysis, and cannot be modeled properly by existing methods. We propose a new

algorithm, called sparse FPCA, that models principal eigenfunctions effectively un-

der sensible sparsity regimes. The sparsity structure motivates a thresholding rule

that is easy to compute by exploiting the relationship between univariate orthonor-

mal basis expansions and the multivariate Karhunen–Loève representation. We

investigate the theoretical properties of the resulting estimators, and illustrate the

performance using simulated and real-data examples.
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1. Introduction

Functional data are commonly encountered in modern statistics, and dimen-

sion reduction plays a key role, owing to the infinite dimensionality of such data.

As an important tool for dimension reduction, functional principal component

analysis (FPCA) is optimal in the sense that the integrated mean squared er-

ror is efficiently minimized, which has wide applications in functional regression,

classification, and clustering (Rice and Silverman (1991); Yao, Müller and Wang

(2005a,b); Müller and Stadtmüller (2005); Hall and Hosseini-Nasab (2006); Hall

and Horowitz (2007); Horváth and Kokoszka (2012); Dai, Müller and Yao (2017);

Wong, Li and Zhu (2019)). Despite progress being made in this field, existing

methods often involve a single or finite number of random functions. In this study,

we focus on modeling principal eigenfunctions of p random functions, where p is

comparable to, or even much larger than the sample size n, that is, the number of

subjects. Such high-dimensional functional data are becoming increasingly avail-
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