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Abstract: We consider the problem of detecting significance in high-dimensional

linear models, in which the dimension of the regression coefficient is greater than

the sample size. We propose novel test statistics for hypothesis tests of the global

significance of the linear model, as well as for the significance of part of the regression

coefficients. The new tests are based on randomly projecting the high-dimensional

data onto a low-dimensional space, and then working with the classical F-test using

the projected data. An appealing feature of the proposed tests is that they have a

simple form and are computationally easy to implement. We derive the asymptotic

local power functions of the proposed tests and compare them with the existing

methods for hypothesis testing in high-dimensional linear models. We also provide

a sufficient condition under which our proposed tests have higher asymptotic relative

efficiency. Simulation studies evaluate the finite-sample performance of the proposed

tests and demonstrate that it outperforms existing tests in the models considered.

Lastly, we illustrate the proposed tests by applying them to real high-dimensional

gene expression data.
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1. Introduction

High-dimensional data are now routinely encountered in many fields of sci-

entific research. For example, in genomic studies, the dimension of data such as

gene expression and genetic marker data is typically far greater than the sample

size. A common feature of high-dimensional data is that the data dimension p can

be greater than the sample size n. This phenomenon brings challenges to classi-

cal statistical analysis, even in many basic settings. For example, the Hotelling

T 2 statistic for the two-sample testing problem is not well defined when p is

larger than n, because the sample covariance matrix is no longer invertible in

this setting. In high-dimensional linear regression models, existing methods for

statistical inference about regression coefficients are no longer applicable. There-
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