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Abstract: In this study, we focus on the analysis of high-dimensional data that come

from multiple sources (“experiments”), and thus have different, possibly correlated

responses, but share the same set of predictors. The measurements of the predic-

tors may be different across experiments. We introduce a new regression approach,

using multiple quantiles to select those predictors that affect any of the responses

at any quantile level and to estimate the nonzero parameters. Our approach dif-

fers from established methods by being able to handle heterogeneity in data sets

and heavy-tailed error distributions, two difficulties that are often encountered in

complex data scenarios. Our estimator minimizes a penalized objective function

that aggregates the data from the different experiments. We establish the model

selection consistency and asymptotic normality of the estimator. In addition, we

present an information criterion that can be used for consistent model selection.

Simulations and two data applications illustrate the advantages of our method in

recovering the underlying regression models. These advantages come from taking

the group structure induced by the predictors across experiments and the quantile

levels into account.
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1. Introduction

To set the stage for this work on data integration (DI), consider K data

sets from K different populations, where K is some fixed number, with linear

regression models

Yk = XT
k α
∗
k + Uk (k = 1, . . . ,K). (1.1)

Here, Yk is a scalar response, Xk is a p-dimensional predictor, α∗k is a p-dimensional

parameter vector, and Uk is the error term. Zellner (1962) referred to this set of

models as seemingly unrelated regressions and proposed the idea of estimating the

regression parameters simultaneously using a generalized least squares method.

The responses in model (1.1) are different, but dependent. The predictors are
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