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Abstract: Inference based on the partial envelope model is variational or non-

equivariant under rescaling of the responses, and tends to restrict its use to responses

measured in identical or analogous units. The efficiency acquisitions promised by

partial envelopes frequently cannot be accomplished when the responses are mea-

sured in diverse scales. Here, we extend the partial envelope model to a scaled

partial envelope model that overcomes the aforementioned disadvantage and en-

larges the scope of partial envelopes. The proposed model maintains the potential

of the partial envelope model in terms of efficiency and is invariable to scale changes.

Further, we demonstrate the maximum likelihood estimators and their properties.

Lastly, simulation studies and a real-data example demonstrate the advantages of

the scaled partial envelope estimators, including a comparison with the standard

model estimators, partial envelope estimators, and scaled envelope estimators.
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1. Introduction

The standard multivariate linear regression model with a p×1 non-stochastic

predictor X and an r × 1 stochastic response Y can be represented as

Y = α+ βX + ε, (1.1)

where α ∈ Rr is the unknown intercept, β ∈ Rr×p is the unknown coefficient

matrix, and the error vector ε has mean zero and covariance matrix Σ > 0, and

is independent of X. The data involve n independent values Yi of Y , which are

observed at corresponding values Xi of X(i = 1, . . . , n). In general, we assume

that the predictor is centered in the sample. The model is a cornerstone of

multivariate statistics. Here, we focus on the interrelation between X and Y

using the regression coefficient matrix β ∈ Rr×p. As such, our interest lies in

estimating β.
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