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Abstract: In numerous applications, data are observed at random times. Our main

purpose is to study a model observed at random times that incorporates a long-

memory noise process with a fractional Brownian Hurst exponent H. We propose

a least squares estimator in a linear regression model with long-memory noise and

a random sampling time called “jittered sampling”. Specifically, there is a fixed

sampling rate 1/N , contaminated by an additive noise (the jitter) and governed

by a probability density function supported in [0, 1/N ]. The strong consistency

of the estimator is established, with a convergence rate depending on N and the

Hurst exponent. A Monte Carlo analysis supports the relevance of the theory and

produces additional insights, with several levels of long-range dependence (varying

the Hurst index) and two different jitter densities.
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1. Introduction

In research areas such as finance, network traffic, meteorology, and astron-

omy, among others, it has been noticed that observations can be carried out by

sampling with random disturbances. Examples of this sampling method are data

behavior until it is necessary to increase the sampling frequency, measurements

obtained at random times, and defining a stopping time when a particular event

occurs. In particular, Nieto-Barajas and Sinha (2015) discuss a Bayesian interpo-

lation of unequally spaced time series. The case of paleoclimate time series was

considered by Max-Moerbeck et al. (2014) and Ólafsdóttir, Schulz and Mudelsee

(2016), who estimate the significance of cross-correlations in unevenly sampled

astronomical time series. Finally, in the area of computer science, we can mention

the works of Chang (2014) and Zhao, Chen and Nakagawa (2014).

Corresponding author: Lisandro Fermı́n, CIMFAV, Universidad de Valparáıso, Valparáıso, 2362905,
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