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Abstract: In this paper, the geometric ergodicity of a non-linear AR model with

an ARCH term is discussed. Two non-vacuous and mild sufficient conditions are

given. The results obtained modify the vacuous part and reduce the restriction

of Masry and Tjφstheim (1995)’s conditions, and lay a foundation for statistical

inference of the model (e.g. Mckeague and Zhang (1994) and Masry and Tjφstheim

(1995)). It is worth pointing out that the geometric ergodicity of the general β–

ARCH(p) model which could not be solved in Guegan and Diebolt (1994) may

be easily derived from our results. Compared with Nze (1992), the conditions of

this paper may guarantee the existence of the second moments for the stationary

solution. A conjecture is also given.
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1. Introduction

Consider the non-linear autoregressive (AR) model with autoregressive con-
ditional heteroscedastic (ARCH) term:

Xt = f(Xt−1, . . . ,Xt−p) + εt[h(Xt−1, . . . ,Xt−q)]1/2, (1.1)

where f : Rp → R1 is a Borel measurable function on Rp, h : Rq → R1 is
a positive Borel measurable function on Rq, {Xt} and {εt} are two sequences
of random variables defined on the same probability space (Ω,F ,P) and {εt}
consists of i.i.d. random variables with Eεt = 0 and Eε2t = 1 for which εt is
independent of {Xs, s < t}. This model is quite general; for example, if h ≡
σ2 (positive constant) (1.1) is the usual non-linear autoregressive model (Tong
(1990)), and if f ≡ 0, (1.1) is the general ARCH model first proposed by Engle
(1982). This model includes two terms in which f and h are the conditional
mean and conditional variance, respectively, of Xt given the past information
{Xs, s < t}, and thus has the advantages of both the AR model and the ARCH
model: the conditional mean f describes the prediction value and the conditional
variance h measures the risk of this prediction based on past information.
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Recently, model (1.1) has received much attention in the literature. On
the nonparametric statistical inference of the functions f and h, Auestad and
Tjφstheim (1990), Mckeague and Zhang (1994), Masry and Tjφstheim (1995)
and the references therein contain some detailed discussions for different non-
parametric methods. In those publications, the asymptotic properties, such as
(strong) consistency and asymptotic normality, of the nonparametric estimators
of the functions f and h have been studied based on the geometric ergodic-
ity (see (2.2) for the definition) of model (1.1) from which the β-mixing (hence
α-mixing) can be deduced. By Mckeague and Zhang (1994) and Masry and
Tjφstheim (1995), it is easily seen that the geometric ergodicity of model (1.1)
is very important for statistical inference. In Mckeague and Zhang (1994), when
p = q = 1, a sufficient condition for the geometric ergodicity is given; that is f
and h are bounded on compact sets and there exists a constant C such that

sup
|x|>C

(|f(x)|/|x|) < 1 and sup
|x|>C

h(x) <∞. (1.2)

Under this condition, the conditional variance function h is bounded on the
whole real line. Nze (1992) considered the geometric ergodicity of model (1.1)
and gave a sufficient condition (Proposition 3), which, as one of the referees
pointed out, may not guarantee the existence of the second moments. However,
it is well known (e.g. Masry and Tjφstheim (1995)) that the existence of the
second moment for Xt is necessary for the nonparametric kernel estimation of h.
In Masry and Tjφstheim (1995), a mild condition (not only for the general p and
q but also for the unbounded h) is given, which we state as follows:

Set r = max(p, q). For any y = (y1, . . . , yr)′ ∈ Rr, let f̃(y) = f(y1, . . . , yp),
h̃(y) = h(y1, . . . , yq); then (1.1) can be expressed as

Xt = f̃(Xt−1, . . . ,Xt−r) + εt[h̃(Xt−1, . . . ,Xt−r)]1/2.

Hence, without loss of generality, assume that p = q = r in (1.1).

Assumption 0. (p = q)
(a) The i.i.d. random variables {εt} have a probability density function which is

positive over R1.
(b) The functions f and h are non-periodic, bounded on compact sets, and h(y) >

0 for all y ∈ Rp.
(c) There exist vectors a = (a1, . . . , ap)′ ∈ Rp and d = (d1, . . . , dq)′ ∈ Rq (which

may both be zero) with di ≥ 0, i = 1, . . . , q such that, as ‖y‖ (Euclidean
norm) → ∞,

f(y) =
p∑
1

aiyi + o(‖y‖) and h(y) =
q∑
1

diy
2
i + o(‖y‖2). (1.3)
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Moreover, the p-dimensional square matrix A defined by 0 if a = 0, and by

A =




a1 a2 · · · ap−1 ap

1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0




(1.4)

otherwise, satisfies ρ(A′A) + maxi(di) < 1 if d �= 0, and ρ(A) < 1 if d = 0. Here
ρ(·) denotes the spectral radius.

Theorem 0. (Lemma 3.1 of Masry and Tjφstheim (1995)) Under the above As-
sumption 0, the nonlinear autoregressive model with ARCH term (1.1) is strongly
mixing (i.e., α-mixing) with mixing coefficient α(k) ∼ e−βk for some β > 0.

Remark 0. The description of this theorem differs from that of Lemma 3.1 of
Masry and Tjφstheim (1995), but the facts are the same. Also, in the proof of
Masry and Tjφstheim (1995), the geometric ergodicity of model (1.1) is obtained,
in fact, under Assumption 0, from which the strong mixing is deduced.

Also, there are some other publications in the literature on the geometric
ergodicity of model (1.1). When h ≡ σ2 (positive constant), Chan and Tong
(1985), Tjφstheim (1990, 1994), An and Huang (1994) and the references therein
gave many sufficient conditions; when f ≡ 0, Lu (1994, 1995) considered many
ARCH type models and obtained two general theorems that cover many ARCH
type models which have appeared in the econometric literature. In addition,
when p = q = 1 and h is bounded away from zero and ∞, Bhattacharya and
Lee (1995) conducted a detailed study of the geometric ergodicity for every case
of the limits of f(x)/x as x → ±∞. Of course, these models considered are all
special cases of model (1.1). Lemma 3.1 of Masry and Tjφstheim (1995) and
Proposition 3 of Nze (1992) seem quite general for the models considered.

However, as stated above, the conditions of Nze (1992) may not guarantee the
existence of the second moments; it is also worth pointing out that in Theorem
0, if d �= 0, the sufficient condition for the geometric ergodicity, that is ρ(A′A) +
maxi(di) < 1, is vacuous when p = q > 1 (but it is non-vacuous when p = q = 1).
In fact, for example, if p = q = 2, the matrix A in (1.4) and AA′ are

A =
(a1 a2

1 0

)
and AA′ =

(a2
1 + a2

2 a1

a1 1

)
. (1.5)

So the characteristic function of AA′ is

c(x) = |xI2 −AA′| = x2 − (1 + a2
1 + a2

2)x+ a2
2. (1.6)
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If ρ(AA′) = ρ(A′A) < 1, then it is obvious that c(1) > 0. This contradicts
c(1) = −a2

1 ≤ 0 by (1.6). Hence for any a = (a1, a2)′ ∈ R2, ρ(A′A) ≥ 1 and
moreover, ρ(A′A) + maxi(di) ≥ 1 (since di ≥ 0 in (1.3)). For general p > 2, the
situations are similar. Hence, the condition of Theorem 0 is vacuous when d �= 0
and p > 1.

In this paper, we will retain the Masry and Tjφstheim’s (1995) decomposi-
tions of the functions f and h in (1.3), but relax the restriction on the functions
f and h in (b) of Assumption 0. First, we state the following assumption which
is similar to the one in the above:

Assumption 1. (p = q in (1.1))
(1) The i.i.d. random variables {εt} have a probability density function ψ which

is positive and lower-semicontinuous over R1.
(2) The functions f and h are bounded on any bounded Borel measurable set of

Rp, and h(y) is also either (i) continuous and h(y) > 0 for all y ∈ Rp, or (ii)
h(y) ≥ d0 > 0 for some positive constant d0 and for all y ∈ Rp.

(3) The functions f and h have decompositions of the form (1.3).

In the following, we discuss the geometric ergodicity of model (1.1) under
Assumption 1. The main tools are the drift criterion for the geometric ergodicity
of Markov chains. In Section 2, the Markovian represention of model (1.1) is set
up and the irreducibility, aperiodicity and the small set property of this Markov
chain are proved under Assumption 1. The drift criterion is also stated. In
Section 3, two main theorems will be given. Theorem 1 gives a non-vacuous
sufficient condition for the geometric ergodicity and overcomes the difficulty in
Theorem 0 when d �= 0. Theorem 2 is similar to Theorem 0 for the case d = 0,
but removes the restriction of the non-periodicity on the functions f and h and
covers the case of the non-linear autoregressive model (Tjφstheim (1994) and
Theorem 1 of An and Huang (1994)). Applying Theorem 1 to the β–ARCH(p)
model, the geometric ergodicity of this model easily follows for the general p and
0 ≤ β ≤ 1, which could not be obtained for p ≥ 2 in Guegan and Diebolt (1994).
Finally, in Section 4, some further discussions are given and a conjecture is made
on a sufficient condition for the geometric ergodicity of the model (1.1).

2. Markovian Representation and Preliminaries

In model (1.1) (p = q), let

Yt = (Xt,Xt−1, . . . ,Xt−p+1)′,

T1(Yt−1, εt) = f(Yt−1) + εt(h(Yt−1))1/2, Ti(Yt−1, εt) = Xt−i+1, i = 2, . . . , p,

T (Yt−1, εt) = (T1(Yt−1, εt), T2(Yt−1, εt), . . . , Tp(Yt−1, εt))′.



GEOMETRIC ERGODICITY OF NONLINEAR AR WITH ARCH 1209

Then it can be expressed as
Xt = γ′Yt, (2.1a)

Yt = T (Yt−1, εt), (2.1b)

where γ = (1, 0, . . . , 0)′ ∈ Rp. Since εt is independent of Yt−1, it follows from
(2.1b) that {Yt} is a Markov chain whose state space is Rp, the p-dimensional
Euclidean space. The Markov process {Yt} is said to be geometrically ergodic, if
there exist a probability measure π on (Rp,Bp), a positive constant ρ < 1 and a
π-integrable non-negative measurable function J(x) such that as n→ ∞

‖Pn(x, ·) − π(·)‖τ ≤ ρnJ(x), x ∈ Rp, (2.2)

where Pn(·, ·) is the n-step transition probability of {Yt} and ‖ · ‖τ denotes the
total variation norm.

Under Assumption 1, we first prove that the Markov chain {Yt} is irreducible
with respect to the Lebesgue measure µp of Rp and is aperiodic. (For the defi-
nitions of irreducibility and aperiodicity of a Markov chain, see Chan (1990) in
Appendix of Tong (1990), 448-466.)

Lemma 1. Under Assumption 1, the Markov chain {Yt} defined by (2.1b) is
µp-irreducible and aperiodic.

Proof. For any A ∈ Bp with µp(A) > 0, y = (y1, . . . , yp)′ ∈ Rp, it is easily
proved that

P p(y,A) =
∫

A

p−1∏
j=0

qj(x, y)µp(dx), (2.3)

where

q0(x, y) = ψ
(
(xp − f(y1, . . . , yp))[h(y1, . . . , yp)]−1/2

)
× [h(y1, . . . , yp)]−1/2,

qj(x, y) = ψ
(
(xp−j − f(xp−j+1, . . . , xp, y1, . . . , yp−j))

×[h(xp−j+1, . . . , xp, y1, . . . , yp−j)]−1/2
)

×[h(xp−j+1, . . . , xp, y1, . . . , yp−j)]−1/2, j = 1, . . . , p− 1

µp(dx) = dx1dx2 · · · dxp,

which shows that P p(y,A) > 0 for any y ∈ Rp and A ∈ Bp with µp(A) > 0.
By the definition of irreducibility and aperiodicity, the proof of this Lemma is
completed.

In the following, we prove that for the Markov chain {Yt}, any bounded set
K in Bp with a positive µp-measure is a small set. (For the definition of a small
set, also see Chan (1990), in Appendix of Tong (1990), 448-466.)
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Lemma 2. If the conditions of Lemma 1 hold, then any bounded set K in Rp

with positive Lebesgue measure is a small set of the Markov chain {Yt}.
Proof. By Proposition 2.11 of Nummelin (1984), if we can prove that for any
A ∈ Bp with positive µp Lebesgue measure,

inf
y∈K

P p(y,A) > 0, (2.4)

then the lemma is proved.
In fact, if (2.4) was not true, then there would exist a set A ∈ Bp with

µp(A) > 0 for which
inf
y∈K

P p(y,A) = 0. (2.5)

By the definition of the infimum, there would exist a sequence {yn} ⊂ K,
where yn = (y1,n, . . . , yp,n)′, such that limn→∞ P p(yn, A) = 0. Hence, by Fatou’s
Lemma, it easily follows from (2.3) that

∫
A

lim
n→∞

p−1∏
j=0

qj(x, yn)µp(dx) ≤ lim
n→∞P p(yn, A) = 0. (2.6)

Set a(x) = limn→∞
∏p−1

j=0 qj(x, yn). If it can be proved that

a(x) > 0 for any x ∈ Rp, (2.7)

it will result in a contradiction to (2.6). The remainder is devoted to the proof
of (2.7).

For any fixed x ∈ Rp, there is a subsequence {ynl
} of {yn} such that

a(x) = lim
l→∞

p−1∏
j=0

qj(x, ynl
). (2.8)

Since {ynl
} ⊂ {yn} ⊂ K (bounded) and f and h are bounded on K, there is

a subsequence of {ynl
}, denoted still by {ynl

}, such that liml→∞ ynl
= y0 =

(y1,0, . . . , yp,0)′,

lim
l→∞

f(xp−j+1, . . . , xp, y1,nl
, . . . , yp−j,nl

) = L1j,

lim
l→∞

h(xp−j+1, . . . , xp, y1,nl
, . . . , yp−j,nl

) = L2j

exist. We consider two cases. In case 1, assume that 2(i) of Assumption 1 holds.
Then it follows from (2.8) and the lower-semicontinuity of ψ(t) that |L1j | < ∞
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and

a(x) ≥
p−1∏
j=0

lim l→∞qj(x, ynl
)

≥
p−1∏
j=0

ψ((xp−j − L1j)[h(xp−j+1, . . . , xp, y1,0, . . . , yp−j,0)]
−1/2)

×[h(xp−j+1, . . . , xp, y1,0, . . . , yp−j,0)]
−1/2

> 0 (2.9)

for any x ∈ Rp; and secondly assume that 2(ii) in Assumption 1 holds, then
|L1j | <∞, d0 ≤ L2j <∞ and

a(x) ≥
p−1∏
j=0

lim l→∞qj(x, ynl
) ≥

p−1∏
j=0

ψ((xp−j − L1j)L
−1/2
2j )/L−1/2

2j > 0 (2.10)

for any x ∈ Rp. The proof is completed.

Remark 1. If the continuity of h(y) is not assumed, the assumption that h(y) ≥
d0 > 0 for all y ∈ Rp (see 2) of Assumption (1) is essential to ensure that L2j > 0
uniformly. Otherwise, L2j may equal 0. To ensure that the last inequality of
(2.10) holds, it is necessary to suppose that limx→∞ xψ(x) > 0. However, the
latter inequality is not satisfied if ψ is a normal density function. Usually, the
assumption that h(y) ≥ d0 > 0 for all y ∈ Rp holds (Engle (1982)). This is not
pointed out in Lemma 3.1 of Masry and Tjφstheim (1995). (cf. (b) of Assumption
0)

The following lemma is crucial in the proof of the main theorems (see the
next section), which is usually called the drift criterion for geometric ergodicity.

Lemma 3. Let {Yt} be aperiodic and irreducible. Suppose that there exists a
small set C, a non-negative measurable function g, and constants 0 < r < 1,
γ > 0, and B > 0 such that

E(g(Yt+1)|Yt = y) < rg(y) − γ, y /∈ C; (2.11)

E(g(Yt+1)|Yt = y) < B, y ∈ C. (2.12)

Then {Yt} is geometrically ergodic. If g is also bounded away from 0 and ∞
on C, then Eπg(Yt) < ∞, where Eπ means the expectation with respect to the
limiting probability measure π in (2.2).

Proof. For the proof of this lemma, see Nummelin and Tuominen (1984), The-
orem 3.1, Page 196 and Tweedie (1983), Theorem 3, Page 194.
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3. Main Theorems

The main purpose of this section is to derive a set of sufficient conditions
for the geometric ergodicity of model (1.1). First, we give the following theorem
which is a non-vacuous sufficient condition and overcomes the difficulty encoun-
tered by Theorem 0 (Lemma 3.1 of Masry and Tjφstheim (1995)) for the case
d �= 0.

Theorem 1. For the Markov chain {Yt} in (2.1b) defined by (1.1) (p = q), if
Assumption 1 holds and

( p∑
i=1

|ai|
)2

+
q∑

i=1

di < 1, (3.1)

then {Yt} is geometrically ergodic (hence so is model (1.1)) and Eπ(X2
t ) < ∞,

where π is the limiting probability measure (see (2.2)).

Proof. By Lemma 1, {Yt} is irreducible and aperiodic, so we focus on finding a
non-negative test function g(x) for which the conditions of Lemma 3 hold.

For y = (y1, . . . , yp)′ ∈ Rp, take the test function g(y) in the form

g(y) = 1 + y2
1 + b1y

2
2 + · · · + bp−1y

2
p, (3.2)

where bi, i = 1, . . . , p− 1, are positive constants to be specified later.
By (1.1) and (1.3), as ‖y‖ → ∞,

E(g(Yt+1)|Yt = y) = 1 + E(X2
t+1|Yt = y) + b1y

2
1 + · · · + bp−1y

2
p−1

= 1 + f(y)2 + h(y) + b1y
2
1 + · · · + bp−1y

2
p−1

= 1 +
p−1∑
i=1

(a2
i + di + bi)y2

i + (a2
p + dp)yp

+2
p−1∑
i=1

p∑
j=i+1

aiajyiyj + o(‖y‖)
p∑

i=1

aiyi + o(‖y‖2)

≤ 1 +
p−1∑
i=1

(a2
i + di + bi)y2

i + (a2
p + dp)yp

+
p−1∑
i=1

p∑
j=i+1

|aiaj |(y2
i + y2

j ) + o(‖y‖2)

= 1 +
(
a2

1 + d1 + b1 + |a1|
∑
j �=1

|aj |
)
y2
1

+
p−1∑
i=2

[
(a2

i + di + bi + |ai|
∑
j �=i

|aj |)/bi−1

]
bi−1y

2
i

+
[
(a2

p + dp + |ap|
∑
j �=p

|aj |)/bp−1

]
bp−1y

2
p + o(‖y‖2). (3.3)
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If we choose the positive constants bi’s to satisfy

a2
1 + d1 + b1 + |a1|

∑
j �=1

|aj | < 1,

(
a2

i + di + bi + |ai|
∑
j �=i

|aj|
)
/bi−1 < 1, i = 2, 3, . . . , p− 1,

(
a2

p + dp + |ap|
∑
j �=p

|aj |
)
/bp−1 < 1,

that is,

a2
p+dp + |ap|

∑
j �=p

|aj | < bp−1 < 1 −
p−1∑
i=1

(
a2

i + di + |ai|
∑
j �=i

|aj |
)
,

a2
i+1+di+1 + bi+1 + |ai+1|

∑
j �=i+1

|aj | < bi < 1 −
i∑

k=1

(
a2

k + dk + |ak|
∑
j �=k

|aj |
)
,

i = 1, 2, . . . , p− 2,

(since (3.1) holds, such a choice of bi’s is possible) and set

ρ = max
{
a2

1+d1+b1+|a1|
∑
j �=1

|aj |, (a2
i +di+bi+|ai|

∑
j �=i

|aj |)/bi−1, i=2, . . . , p−1,

(a2
p + dp + |ap|

∑
j �=p

|aj|)/bp−1

}
;

then 0 < ρ < 1,

E(g(Yt+1|Yt = y) ≤ ρ(1 + y2
1 + b1y

2
2 + · · · + bp−1y

2
p) + o(‖y‖2)

= (ρ+ o(1))[1 + y2
1 + b1y

2
2 + · · · + bp−1y

2
p] − 1, (3.4)

where o(1) → 0 as ‖y‖ → ∞. Choose c > 0 large enough, such that ρ + o(1) <
r0 < 1, as ‖y‖ > c. Set C = {‖y‖ ≤ c}. Then C is a bounded set with µp(C) > 0.
It follows from lemma 2 that C is a small set of {Yt}. Then (2.11) and (2.12)
obviously hold. Hence by Lemma 3, {Yt} is geometrically ergodic (so is {Xt})
and Eπ(X2

t ) <∞.

Example 1. Consider the following β-ARCH(p) model (see (4.1) of Guegan and
Diebolt (1994))

Xt = aXt−1 +
[
a0 + (

p∑
i=1

(a+
i X

+
t−i + a−i X

−
t−i))

2β
]1/2

εt, (3.5)

where X+ = max(X, 0) and X− = max(−X, 0), a is a real constant, and β, a0,
a+

i and a−i are positive constants. If a = 0 and p = 1, the probabilistic properties
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of the β–ARCH(1) model were discussed by Guegan and Diebolt (1994); but for
general p, as they have pointed out, their results cannot be directly extended to
model (3.5) for p ≥ 2. However, if β < 1 and |a| < 1, it is easily seen from the
above Theorem 1 that under 1) of Assumption 1, model (3.5) is geometrically
ergodic with Eπ(X2

t ) < ∞; and if β = 1 and a2 + (
∑p

i=1 max(a+
i , a

−
i ))2 < 1,

model (3.5) is still geometrically ergodic with Eπ(X2
t ) < ∞. The second part

may be obtained by using Theorem 1 (see also the following Remark 2) and the
facts that corresponding to (1.3), f(x) = ax1 and

h(x) = a0 +
( p∑

i=1

(a+
i x

+
i + a−i x

−
i )

)2 ≤
( p∑

j=1

δj
) p∑

i=1

δix
2
i + o(‖x‖2)

as ‖x‖ → ∞, where δi = max(a+
i , a

−
i ).

If f ≡ 0, then (1.1) is the pure ARCH model. From Theorem 1 we have

Corollary 1. For the pure ARCH model (1.1) (f ≡ 0), if Assumption 1 holds
and

q∑
i=1

di < 1, (3.6)

then model (1.1) (f ≡ 0) is geometrically ergodic and Eπ(X2
t ) <∞.

Remark 2. The result of this Corollary can be derived from Lu (1995), who
gave a more general result. And in fact, as shown in Lu (1995), if the equality
sign in the decomposition of h in (1.3) is replaced by the inequality sign “ ≤ ”
, the conclusion of Theorem 1 still holds. This is easily seen from the proof. In
addition, the existence of the second moment for Xt is obtained in Theorem 1;
however, Proposition 3 of Nze (1992) may not guarantee the existence of second
moments.

If d = 0 in (1.3), we may still, from Theorem 1, deduce a sufficient condition
for the geometric ergodicity of (1.1), but the following theorem gives a milder
sufficient condition for this case.

Theorem 2. For the Markov chain {Yt} in (2.1b) defined by (1.1) (p = q), if
Assumption 1 with di = 0, i = 1, . . . , p in (1.3) holds and

ρ(A) < 1, (3.7)

then {Yt} is geometrically ergodic (hence so is model (1.1)) and Eπ(|Xt|) <∞.

Proof. It may be proved similarly to the corresponding part of Lemma 3.1 of
Masry and Tjφstheim (1995) (i.e. Theorem 0 in the introduction) and hence the
proof is omitted.
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If h ≡ σ2 (positive constant) in (1.1), from Theorem 2 we easily get the
following corollary which can be seen in Tjφstheim (1994) and An and Huang
(1994).

Corollary 2. For the non-linear autoregressive model (1.1) (h ≡ σ2), if As-
sumption 1 holds and (3.7) is satisfied, then model (1.1) (h ≡ σ2) is geometrically
ergodic and Eπ(|Xt|) <∞.

Remark 3.
(a) From the proof of Theorem 2, it follows that only the finiteness of the absolute

first moment of εt is used. Hence, the requirement E(ε2t ) = 1 in (1.1) can be
weakened to E(|εt|) <∞ for this theorem.

(b) In Theorem 0 (i.e. Lemma 3.1 of Masry and Tjφstheim (1995)), the functions
f and h are assumed to be non–periodic in (b) of Assumption 0, but this
condition is not necessary in Theorem 2.

(c) It is well known that for the linear AR(p) model: Xt = a1Xt−1 + · · · +
apXt−p + εt (for the assumption on {εt}, see (1.1)), (3.7) is a necessary and
sufficient condition for the stationarity. Hence, under the setting of this
theorem, condition (3.7) is quite mild.

(d) In Mckeague and Zhang (1994) and Bhattacharya and Lee (1995), h is as-
sumed to be bounded. Similar to Theorem 2, if h is unbounded with h(y) =
o(‖y‖2) as ‖y‖ → ∞, the results of Mckeague and Zhang (1994) and Bhat-
tacharya and Lee (1995) still hold.

4. Some Further Discussion

The sufficient condition (3.1) in Theorem 1 is not the weakest possible for the
geometric ergodicity. This can be seen from Theorem 2 as d = 0. Specifically, let
p = 2, f(y1, y2) = a1y1 + a2y2, h(y1, . . . , yq) ≡ σ2, Then it follows from Theorem
1 that a sufficient condition is |a1|+|a2| < 1; but it is well known that the weakest
condition is |a1| + a2 < 1 and |a2| < 1. However, when p = 1, f(y1) = a1y1,
h(y1, . . . , yq) = d0 + d1y

2
1 + · · · + dqy

2
q with di ≥ 0, i = 1, . . . , q and d0 > 0, we

have

Theorem 3. Consider the following model:

Xt = a1Xt−1 + εt(d0 + d1X
2
t−1 + · · · + dqX

2
t−q)

1/2, (4.1)

where di ≥ 0, i = 1, . . . , q, d0 > 0 and {εt} satisfies the assumption right after
(1.1). If (1) of Assumption 1 holds, then the necessary and sufficient condition
for the geometric ergodicity of (4.1) with Eπ(X2

t ) <∞ is

a2
1 +

q∑
1

di < 1. (4.2)
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Proof. The sufficiency is obvious from Theorem 1.

For the necessity, on account of the geometric ergodicity of (4.1) with Eπ(X2
t )

<∞, it follows from (4.1) that

Eπ(X2
t ) = a2

1Eπ(X2
t−1) + d0 + d1Eπ(X2

t−1) + · · · + dqEπ(X2
t−q)

= (a2
1 + d1 + d2 + · · · + dq)Eπ(X2

t ) + d0,

which shows that (4.2) holds.

Remark 4.
(a) If a1Xt−1 in (4.1) is replaced by some aioXt−io and a2

1 in (4.2) by a2
io , the

conclusion of Theorem 3 still holds.
(b) Just as Remark 3(c) shows, if f(y) = aioyio + o(‖y‖) for some 1 ≤ io ≤ p and

h(y) =
∑q

1 diy
2
i + o(‖y‖2) (‖y‖ → ∞) in (1.1), the sufficient condition (4.2)

with a2
1 replaced by a2

io is quite weak. As ρ(A) = |aio | (see (1.4) for A), this
leads us to pose the following conjecture.

Conjecture: For the Markov chain {Yt} defined by (2.1b), if Assumption 1
holds and ρ(A)2 +

∑q
i=1 di < 1, then {Yt} is geometrically ergodic (hence so is

model (1.1)) and Eπ(X2
t ) <∞.

If this conjecture is true, it subsumes many known results on the geometric
ergodicity of model (1.1) in the literature. It needs further study.
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