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#### Abstract

In observational studies subjects may self select, thereby creating a biased sample. Such problems arise frequently, for example, in astronomical, biomedical, animal, and oil studies, survey sampling and econometrics. For a typical subject, let $Y$ denote the value of interest and suppose that $Y$ has an unknown density function $f$. Further, let $w(y)$ denote the probability that the subject includes itself in the study given $Y=y$. Then the conditional density of $Y$ given that it is observed is $f^{*}(y)=w(y) f(y) / \kappa$, where $\kappa$ is a normalizing constant. The problem of estimating $w$ and $f$ from a biased sample $X_{1}, \ldots, X_{n}$ independently from $f^{*}$ is considered when $f$ is known to belong to a parametric family, say $f=f_{\theta}$, where $\theta$ is a vector of unknown parameters, and $w$ is assumed to be non-decreasing. An algorithm for computing the maximum likelihood estimator of $(w, \theta)$ is developed, and consistency is established. Simulations are used to show that our method is feasible with moderate sample size, and applications to animal and oil data are given.
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## 1. Introduction

The Problem. Consider a multiparameter exponential family of univariate densities with respect to a measure $\Lambda$, say

$$
\begin{equation*}
f_{\theta}(y)=\exp \left\{\theta^{\prime} T(y)-\psi(\theta)\right\}, \quad \text { for all } y \in \mathcal{Y}, \quad \theta \in \Omega \tag{1}
\end{equation*}
$$

where $\Omega \subseteq \mathbb{R}^{p}, \mathcal{Y} \subseteq \mathbb{R}$ and $T: \mathcal{Y} \rightarrow \mathbb{R}^{p}$ for some $p \geq 1$. Suppose that $Y_{1}, \ldots, Y_{N}$ are i.i.d. with common density $f_{\theta}$ for some unknown $\theta \in \Omega$ and that $Y_{i}$ is observed with probability $w\left(Y_{i}\right)$ given $Y_{i}$, where $w$ is an unknown function on $\mathcal{Y}$. If $X_{1}, \ldots, X_{n}$ denote the observed values, then $X_{1}, \ldots, X_{n}$ may be regarded as a biased sample from $f_{\theta}$. The problem considered here is to estimate $(w, \theta)$ from such a biased sample. Problems of this nature may arise in several ways.

## Examples

1. Complaint Data. If a manufacturer distributes $N$ lots of its product to customers, then it may be reasonable to suppose that the number of defectives,
$Y_{i}$ say, in the $i$ th lot has a Poisson distribution and that the probability that the user reports the number of defectives to the manufacturer is a non-decreasing function of $Y_{i}$.
2. Sample surveys. If a questionnaire is mailed to each of $N$ randomly selected individuals who are asked to supply their own values of a variable, $Y$ say, then the probability that a given individual responds may well depend on $Y$.
3. Astronomy. In the discussion of Lynden-Bell (1992), Woodroofe (1992) describes an example in which $Y$ is the (observable) angular diameter of a galaxy (in suitable units), and there is an unknown, non-decreasing selection function $w$.
4. Animal Studies. Patil and Rao (1977) discussed an example in which $Y$ is the group size of moose in northeast Minnesota. Due to the visibility bias, groups with smaller size have smaller probability to be seen.
5. Oil. If $Y$ is the volume (size) of an oil field, then it is easier to find larger $Y$ 's than small ones. See, for example, Gordon (1993) and Bloomfield et al. (1979).

There are similar examples in reliability and biomedical research and econometrics. In biomedical research censoring may occur besides the bias. As the examples indicate, the value of $N$ may be known (Examples 1 and 2) or unknown (Examples 3-5). The estimation of $w$ and $\theta$ differs in the two cases.

Of course, some restriction must be placed on $w$ in order to insure identifiability. In previous (non-regression) papers, $w$ is often assumed known or to be a known parametric function with some unknown parameters. See, for example, Vardi (1982, 1985), Gill, Vardi and Wellner (1988), Robbins and Zhang (1988), Gordon (1993), Bloomfield et al. (1979), and Vardi and Zhang (1992) et al. Here the case in which $w$ is a non-decreasing function is considered. This condition seems reasonable in Examples 1, and 3-5, and may be reasonable in some cases in Example 2. Our model is complementary to the earlier work, and may be useful in assessing the validity of parametric assumptions on $w$. We shall use the animal and oil data to illustrate these points. There is some related work in econometrics, where $w$ is assumed to be smooth and estimated by kernel methods. See Manski (1993) and the references therein. These methods differ from ours since they postulate some possibly incomplete data from the unobserved subjects.

In Section 3, the maximum likelihood estimators and penalized maximum likelihood estimators of ( $w, \theta$ ) are developed through an MM (maximizationmaximization) algorithm, when $N$ is known or unknown. The MM algorithm is similar to the EM algorithm in concept but differs in an important way: the maximizing value may be a boundary point (cf. Wu (1983)). In Section 4, applications to oil and animal data are given as examples, and simulations for various models are performed to examine our methods in the finite sample situation. A general convergence theorem for the MM algorithm and its application to our
(penalized) maximum likelihood estimates are given in Section 5. The consistency of the estimators is shown in Section 6. Amusingly, convergence of the MM algorithm is more difficult for known $N$, and consistency is more difficult for unknown $N$. A penalty term with a proper smoothing parameter has to be introduced to insure the consistency in the case of unknown $N$. The proofs differ from those of Vardi and Zhang (1992) for empirical distributions. Some concluding remarks about the asymptotic distribution and choice of the penalizing parameter are given in Section 7. An optimization theorem and its proof are provided in the Appendix. These may be of independent interests. Some preliminaries are presented in Section 2.

## 2. Preliminaries

The Model. To formalize the problem, let $W$ denote the set of all nondecreasing functions $w: \mathcal{Y} \rightarrow(0,1]$ for which $\int_{\mathcal{Y}} w d \Lambda>0$. If $Y$ has density $f_{\theta}$, where $\theta \in \Omega$, and $Y$ is observed with probability $w(Y)$, where $w \in W$, then the probability that $Y$ is observed and its conditional density given the observations are respectively

$$
\kappa(w, \theta)=\int_{\mathcal{Y}} w(y) f_{\theta}(y) \Lambda(d y) \quad \text { and } \quad f_{w, \theta}^{*}(y)=\frac{w(y) f_{\theta}(y)}{\kappa(w, \theta)}
$$

for all $y \in \mathcal{Y}$. (Here $\kappa(w, \theta)>0$ for all $(w, \theta) \in W \times \Omega$.) Then the biased sample introduced in Section 1 may be modeled by random variables $n$ and $X_{1}, \ldots, X_{n}$, where $n \sim \operatorname{Binomial}[N, \kappa(w, \theta)]$ and $X_{1}, \ldots, X_{n}$ are drawn independently from $f_{w, \theta}^{*}$, given $n$. Here $(w, \theta) \in W \times \Omega$ is unknown and $N$ may be known or unknown. In addition, there may be an independent (of $n, X_{1}, \ldots, X_{n}$ ) sample from $f_{\theta}$, say $Y_{1}, \ldots, Y_{m}$, where $m \geq 0$. The complete sample is absent if $m=0$. This model differs from those of Bickel, Nair and Wang (1992), and Gordon (1993) where the population is assumed to be finite.

Some Conditions. In (1), $\Omega$ is taken to be the natural parameter space of the family and is assumed to be open. In addition, two special properties are required of the family. Let $\mathcal{Y}$ denote the support of $\Lambda$. It is required that $\mathcal{Y}$ be unbounded on the right; that is, $\sup \mathcal{Y}=\infty$. This requires $\mathcal{Y}$ to contain infinitely many points, but little else in view of the generality of $T$. Next, it is required that the family of conditional distributions given $Y \geq x$ be minimal for each $x \in \mathcal{Y}$, using the terminology of Brown (1986). Letting $\Lambda^{x}$ be the restriction of $\Lambda$ to $[x, \infty)$, the condition may be written

$$
\begin{equation*}
\text { dimension }\left\{\operatorname{convexhull}\left[\operatorname{support}\left(\Lambda^{x} \circ T^{-1}\right)\right]\right\}=p, \quad \text { for all } x \in \mathcal{Y} . \tag{2}
\end{equation*}
$$

With $p=1$, the conditions are satisfied by the exponential, geometric, normal, and Poisson families, but not by the binomial. They are also satisfied by the two parameter normal and gamma families.

Properties. For any fixed $w \in W$, it is easy to see that $\left\{f_{w, \theta}^{*}: \theta \in \Omega\right\}$ is another exponential family of the form (1), with $\Lambda$ replaced by $\Lambda_{w}(d y)=$ $w(y) \Lambda(d y)$ and $\psi$ by

$$
\psi_{w}(\theta)=\log \left\{\int_{\mathcal{Y}} \exp \left[\theta^{\prime} T\right] d \Lambda_{w}\right\} \leq \infty, \quad \theta \in \mathbb{R}^{p}
$$

and this family is minimal by (2). The natural parameter space for the latter family, $\Omega_{w}=\left\{\theta \in \mathbb{R}^{p}: \psi_{w}(\theta)<\infty\right\}$ contains $\Omega$, and the inclusion may be proper. With this notation,

$$
\begin{equation*}
\kappa(w, \theta)=\exp \left[\psi_{w}(\theta)-\psi(\theta)\right] \tag{3}
\end{equation*}
$$

for all $\theta \in \Omega, \quad w \in W$.
For any $\theta \in \Omega$, the mean $\nabla \psi(\theta)$ of $f_{\theta}$ is in the expectation space $\nabla \psi(\Omega)$, obviously, where $\nabla$ denotes gradient with respect to $\theta$. The next lemma shows that the mean $\nabla \psi_{w}(\theta)$ of $f_{w, \theta}^{*}$ is in $\nabla \psi(\Omega)$ too for any $w \in W$.

Lemma 1. If $w \in W$, then $\nabla \psi_{w}\left(\Omega_{w}^{\circ}\right) \subseteq \nabla \psi(\Omega)$, where $\Omega_{w}^{\circ}$ denotes the interior of $\Omega_{w}$.
Proof. From Brown (1986), it is known that $\nabla \psi_{w}\left(\Omega_{w}^{\circ}\right)$ is contained in the interior of the convex support of $\Lambda_{w} \circ T^{-1}$ for each $w \in W$ with equality when $w=1$, in which case the family is steep. Thus, it suffices to show that support $\left(\Lambda_{w} \circ T^{-1}\right) \subseteq$ $\operatorname{support}\left(\Lambda \circ T^{-1}\right)$ for all $w \in W$; and this is clear, since $\Lambda_{w}$ is absolutely continuous with respect to $\Lambda$.

Lemma 2. Let $J$ be any compact subset of $\nabla \psi(\Omega)$. If $\theta^{j} \in \Omega, j \geq 1$, and either $\left\|\theta^{j}\right\| \rightarrow \infty$ or $\theta^{j} \rightarrow \theta \notin \Omega$ as $j \rightarrow \infty$, then

$$
\limsup _{j \rightarrow \infty} \sup _{t \in J}\left[t^{\prime} \theta^{j}-\psi\left(\theta^{j}\right)\right]=-\infty
$$

Proof. If $\theta^{j} \rightarrow \theta \notin \Omega$, then the result is clear, since then $\psi(\theta)=\infty$ and $\liminf _{j \rightarrow \infty} \psi\left(\theta^{j}\right) \geq \psi(\theta)$, by Fatou's Lemma. If $\left\|\theta^{j}\right\| \rightarrow \infty$ as $j \rightarrow \infty$, then the result follows easily from Lemma 3.5 and Lemma 5.3 of Brown (1986), pp. 73-74, pp. 146.

More General Models. The model described above may be used as a building block in more complicated ones. For example, in many case control studies, there is a $\{0,1\}$ valued covariate $Z$ and the conditional distribution of an observable $X$ given $Z=j$ is of the form: $w_{j}(x) f_{\theta_{j}}(x) /\left[\kappa\left(w_{j}, \theta_{j}\right)\right]$, for $j=0,1$. If $w_{0}$ and $w_{1}$ are assumed to be equal (monotone or not), then

$$
P_{\theta_{0}, \theta_{1}}[Z=1 \mid X=x]=\frac{\exp (\alpha+\beta t)}{1+\exp (\alpha+\beta t)}
$$

where $\beta=\theta_{1}-\theta_{0}$ and $t=T(x)$, and inference about $\beta$ may be carried out by logistic regression. (See, for example, Breslow (1980).) The methods advocated in this paper may be useful for estimating the individual $\theta_{j}$ and, in principle, for checking the assumption that $w_{0}=w_{1}$.

## 3. Maximum Likelihood Estimators

In the derivation of the maximum likelihood estimators, suppose that $1 \leq$ $n<N$ and denote the observed order statistics of $X_{1}, \ldots, X_{n}$ by $x_{1}<\cdots<x_{r}$. Further, let $n_{i}=\#\left\{k \leq n: X_{k}=x_{i}\right\}$ for $i=1, \ldots, r$, and

$$
\bar{t}=\frac{\sum_{i=1}^{n} T\left(X_{i}\right)+\sum_{j=1}^{m} T\left(Y_{j}\right)}{m+n}
$$

It is assumed that $\bar{t}$ is an interior point of the expectation space of the family; that is, $\bar{t} \in \nabla \psi(\Omega)$. By Lemma 1, this holds with probability approaching one as $N \rightarrow \infty$.

Known $N$. If $N$ is known, then the $\log$ likelihood function is

$$
\begin{aligned}
l(w, \theta) & =\sum_{i=1}^{r} n_{i} \log \left[w\left(x_{i}\right)\right]+(m+n)\left[\theta^{\prime} \bar{t}-\psi(\theta)\right]+(N-n) \log [1-\kappa(w, \theta)] \\
& =\sum_{i=1}^{r} n_{i} \log \left[w\left(x_{i}\right)\right]+(m+n) \theta^{\prime} \bar{t}+(N-n) \log \left[e^{\psi(\theta)}-e^{\psi_{w}(\theta)}\right]-(N+m) \psi(\theta)
\end{aligned}
$$

for $\theta \in \Omega$ and $w \in W$, using (3). It is easily seen that for any fixed $\theta \in \Omega, l(w, \theta)$ is maximized when $w$ is a step function of the form $w(y)=0$ for $y<x_{1}$ and $w(y)=w_{k}$ for $x_{k} \leq y<x_{k+1}, k=1, \ldots, r$, where $0 \leq w_{1} \leq \cdots \leq w_{r} \leq 1$ and $x_{r+1}=\infty$. Then $w\left(x_{k}\right)=w_{k}, k=1, \ldots, r$, in (4), and

$$
\kappa(w, \theta)=\sum_{k=1}^{r} p_{k}(\theta) w_{k}, \quad \text { for all } \theta \in \Omega
$$

where

$$
p_{k}(\theta)=\int_{\left[x_{k}, x_{k+1}\right)} f_{\theta}(y) \Lambda(d y), \quad k=0, \ldots, r
$$

with $x_{0}=-\infty$. So the maximization may be restricted to such step functions.
It is straightforward to maximize the likelihood function with respect to one variable when the other is held fixed. For fixed $\theta$, maximizing $l(w, \theta)$ with respect to $w$ is an exercise in isotonic estimation (cf. Robertson, Wright and Dykstra (1988)), and the maximizing values are

$$
\begin{equation*}
\hat{w}_{k}(\theta)=\min \left[\frac{n(1-c)}{N-n} \tilde{w}_{k}(\theta), \quad 1\right], \quad k=1, \ldots, r \tag{5}
\end{equation*}
$$

where

$$
\tilde{w}_{k}(\theta)=\max _{i \leq k} \min _{k \leq j \leq r} \frac{n_{i}+\cdots+n_{j}}{n\left(p_{i}(\theta)+\cdots+p_{j}(\theta)\right)}, \quad k=1, \ldots, r
$$

and $0<c=c(\theta) \leq 1$ is the unique solution to the equation

$$
c=\sum_{k=1}^{r} p_{k}(\theta) \min \left[\frac{n(1-c)}{N-n} \tilde{w}(\theta), \quad 1\right]
$$

(See the Appendix for the derivation.) Here $\kappa[\hat{w}(\theta), \theta]=c$, and $c \leq n(1-c) /(N-$ $n$ ) from (A.7) in the Appendix. So, $c \leq n / N$ and, therefore,

$$
\begin{equation*}
\kappa[\hat{w}(\theta), \theta] \leq \frac{n}{N} \tag{6}
\end{equation*}
$$

for all $\theta \in \Omega$. This relation is needed in the proof of convergence in Section 5 .
Conversely, for fixed $w, l(w, \theta)$ attains its maximum with respect to $\theta$, at a point $\hat{\theta}(w)$ for which $\nabla l(w, \theta)=0$, since $\theta^{\prime} \bar{t}-\psi(\theta) \rightarrow-\infty$ as either $\|\theta\| \rightarrow \infty$ or $\theta$ approaches a boundary point of $\Omega$. Differentiating the second line of (4), the latter equation may be written

$$
\begin{equation*}
\frac{N+m}{n+m} \nabla \psi(\hat{\theta}(w))+\frac{N-n}{n+m}\left[\frac{\kappa(w, \hat{\theta}(w)) \nabla \psi_{w}(\hat{\theta}(w))-\nabla \psi(\hat{\theta}(w))}{1-\kappa(w, \hat{\theta}(w))}\right]=\bar{t} \tag{7}
\end{equation*}
$$

As shown in Section 5, the true maximum likelihood estimators of $(w, \theta)$ are in the set $\{(w, \theta) \in W \times \Omega: \kappa(w, \theta) \leq(n+m) /(N+m)\}$ and $l$ is concave on this set. So, any solution of (7) in the set is a maximum point of $l$ with respect to $\theta$ given $w$.

These two special cases suggest an iterative procedure. Let $\hat{w}^{0}$ denote an initial guess-for example, $\hat{w}^{0}=1$; and let

$$
\begin{equation*}
\hat{\theta}^{k}=\hat{\theta}\left(\hat{w}^{k-1}\right) \quad \text { and } \quad \hat{w}^{k}=\hat{w}\left(\theta^{k}\right) \tag{8}
\end{equation*}
$$

for $k=1,2, \ldots$, where $\hat{w}(\theta)$ and $\hat{\theta}(w)$ are defined by (5) and (7). It is shown in Section 5 that the sequence is precompact and that any limit point is a maximum likelihood estimator.

Unknown $N$. If $N$ is unknown, then the conditional log likelihood function given $n$ is

$$
\begin{align*}
l^{*}(w, \theta) & =\sum_{i=1}^{r} n_{i} \log \left[w\left(x_{i}\right)\right]+(m+n)\left[\theta^{\prime} \bar{t}-\psi(\theta)\right]-n \log [\kappa(w, \theta)] \\
& =\sum_{i=1}^{r} n_{i} \log \left[w\left(x_{i}\right)\right]+(m+n) \theta^{\prime} \bar{t}-\left[m \psi(\theta)+n \psi_{w}(\theta)\right] \tag{9}
\end{align*}
$$

for $\theta \in \Omega$ and $w \in W$, using (3) again. It is clear that $l^{*}(c w, \theta)=l^{*}(w, \theta)$ for all $w \in W, \theta \in \Omega$ and $c>0$ for which $c w \leq 1$. Thus, there cannot be a unique maximum likelihood estimate for $w$. The lack of uniqueness foreshadows problems with consistency. To overcome these, a penalized log-likelihood of the form

$$
\begin{equation*}
l_{\alpha}^{*}(w, \theta)=l^{*}(w, \theta)-\frac{\alpha n}{\kappa(w, \theta)} \tag{10}
\end{equation*}
$$

is considered $\left(l_{\alpha}^{*}=l^{*}\right.$ if $\left.\alpha=0\right)$, where $0<\alpha=\alpha_{n} \leq 1$ may approach zero as $n \rightarrow \infty$, as in Woodroofe and Sun (1993). In (10), the log-likelihood function has been penalized (made smaller) for small values of $\kappa(w, \theta)$, the probability of observing an $X$. This term has been included to force some regularity of the estimators. To the best of our knowledge, the use of the term "penalized" to describe this process originated with the work of Good and Gaskins (1971). The penalized log-likelihood is maximized subject to the constraints

$$
w(y) \geq \epsilon, \quad \text { for all } y \in \mathcal{Y} \quad \text { and } \quad \sup _{y} w(y)=1
$$

where $\epsilon>\alpha$ represents a lower bound for the probability of observing a $Y$, given its value. The condition that $\sup _{y} w(y)=1$ represents no real restriction.

Note that $\kappa(w, \theta) \geq \epsilon$ since $w \geq \epsilon$ and that $-\log \kappa-\alpha / \kappa$ decreases in $\kappa$ when $\kappa>\alpha$. So, as above, for any $\theta \in \Omega, l_{\alpha}^{*}(w, \theta)$ is maximized when $w$ is a step function of the form $w(y)=\epsilon$ for $y<x_{1}$ and $w(y)=w_{k}$ for $x_{k} \leq y<x_{k+1}, k=$ $1, \ldots, r$, where $\epsilon \leq w_{1} \leq \cdots \leq w_{r-1} \leq w_{r}=1$. Then $w\left(x_{k}\right)=w_{k}, k=1, \ldots, r$, in (10), and

$$
\kappa(w, \theta)=\epsilon p_{0}(\theta)+\sum_{k=1}^{r-1} p_{k}(\theta) w_{k}+p_{r}(\theta)
$$

for all $\theta \in \Omega$.
It is again easy to maximize the (penalized) likelihood function with respect to either variable when the other is held fixed. For fixed $\theta$, the maximizing values are $\hat{w}_{r}(\theta)=1$ and

$$
\begin{equation*}
\hat{w}_{k}(\theta)=\max \left\{\epsilon, \min \left[\frac{c^{2}}{c-\alpha} \tilde{w}_{k}(\theta), 1\right]\right\}, \quad k=1, \ldots, r-1 \tag{11}
\end{equation*}
$$

where

$$
\tilde{w}_{k}(\theta)=\max _{i \leq k} \min _{k \leq j<r} \frac{n_{i}+\cdots+n_{j}}{n\left(p_{i}(\theta)+\cdots+p_{j}(\theta)\right)}, \quad k=1, \ldots, r-1
$$

and $0<c=c(\theta)<1$ is the largest solution to the equation

$$
\begin{equation*}
c=\epsilon p_{0}(\theta)+\sum_{k=1}^{r-1} p_{k}(\theta) \max \left\{\epsilon, \quad \min \left[\frac{c^{2}}{c-\alpha} \tilde{w}_{k}, \quad 1\right]\right\}+p_{r}(\theta) \tag{12}
\end{equation*}
$$

See the Appendix for details.
Now consider a fixed $w$ for which $w_{1} \geq \epsilon>\alpha \geq 0$ and, therefore, $w_{k} \geq \epsilon$ for all $k=1, \ldots, r$. Then $l_{\alpha}^{*}$ is strictly concave with respect to $\theta \in \Omega$. This may be checked by differentiation using $\kappa(w, \theta) \geq \epsilon>\alpha$. (See (18) in Section 5 for a more general result.) It follows that $l_{\alpha}^{*}(w, \theta)$ attains its maximum at a unique value, $\hat{\theta}(w)$ say, and that $\hat{\theta}(w)$ is the unique solution to the equation $\nabla l_{\alpha}^{*}[w, \theta(w)]=0$. Differentiating the second line of (9), the latter equation may be written

$$
\begin{equation*}
\frac{m}{m+n} \nabla \psi[\hat{\theta}(w)]+\frac{n}{m+n} \nabla \psi_{w}[\hat{\theta}(w)]-\frac{\alpha n}{m+n}\left[\frac{\nabla \psi_{w}(\hat{\theta}(w))-\nabla \psi(\hat{\theta}(w))}{\kappa(w, \hat{\theta}(w))}\right]=\bar{t} \tag{13}
\end{equation*}
$$

The iterative algorithm (8) is again suggested, and it may be shown that $\left(\hat{w}_{k}, \hat{\theta}_{k}\right)$ converges to the penalized maximum likelihood estimator. (See Section 5.)

## 4. Examples and Simulations

In this section, we present two examples and some simulations. The first example is for a Poisson model which is discrete with a one-dimensional parameter, and the second is for a (Log)normal model which is continuous with a two-dimensional parameter. Two precisions are to be specified in applying our procedure. One is for the (penalized) Maximum likelihood estimate of $\theta$ given $w$ and that for $w$ given $\theta$, the inner loop. The other is for the MM algorithm, the outer loop. The inner precision should not be set too large, since it may cause the outer loop to oscillate between two values.

Example 4 - Revisited. Aerial Moose Census Data. The moose data from northeast Minnesota listed in Table 1 were collected by James Peek, University of Minnesota, in 1969. Columns 1 and 2 give the group size and counts of moose, with total 113 groups. Let $Y=$ size -1 and $w(y)$ be the probability that a group of moose of size $y+1$ is seen. Following Cook and Martin (1974) and Patil and Rao (1977), we suppose that $Y$ has a Poisson distribution with an unknown intensity parameter $\theta>0$. We also assume that $w(y)$ is a non-decreasing function since a smaller group has a smaller probability to be seen. In fact, a parametric form of $w$ is assumed in these two references. Specifically, in Cook and Martin (1974), $w(y)=1-q^{y+1}$ for some $0<q<1$, while in Patil and Rao, $w(y)=c(y+1)$ for some constant $c>0$ (called length biased sampling). The other columns in Table 1 are corresponding estimates of Cook and Martin (C-M), Patil and Rao $(\mathrm{P}-\mathrm{R})$ with $c=1 / 6$ and our estimates with $\alpha n=0.4,0.5,0.6,0.8$ and 2.0. The two precisions are 0.001 for the Moose data and our estimates required at most 12 iterations in the MM algorithm. For all choices of $\alpha, \hat{w}(1)<\hat{w}(2)$, but $\hat{w}(k)$ are nearly constant for $k=2, \ldots, 5$. This is consistent with Cook and Martin, but not with Patio and Rao (cf. Table 1 and Figure 1).

Table 1. The group size of moose

|  |  | $\hat{w}$ |  |  |  |  |  |  |
| :---: | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| size | counts | $\alpha n=0.4$ | $\alpha n=0.5$ | $\alpha n=0.6$ | $\alpha n=0.8$ | $\alpha n=2$ | C-M | P-R |
| 1 | 45 | 0.4182 | 0.5268 | 0.6270 | 0.8225 | 0.9287 | 0.89 | 0.1667 |
| 2 | 46 | 0.4933 | 0.6092 | 0.7183 | 0.9327 | 1.0000 | 0.987 | 0.3333 |
| 3 | 15 | 0.4933 | 0.6092 | 0.7183 | 0.9327 | 1.0000 | 0.99867 | 0.5000 |
| 4 | 5 | 0.5111 | 0.6131 | 0.7183 | 0.9327 | 1.0000 | 0.99985 | 0.6667 |
| 5 | 1 | 0.5111 | 0.6131 | 0.7183 | 0.9327 | 1.0000 | 0.99998 | 0.8333 |
| 6 | 1 | 1.0000 | 1.0000 | 1.000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
|  | $\hat{\theta}$ | 0.8152 | 0.8280 | 0.8336 | 0.8397 | 0.8587 | 0.84 | 0.505 |
|  | $\hat{\kappa}$ | 0.4617 | 0.5741 | 0.6791 | 0.8852 | 0.9698 |  |  |



Figure 1. Estimates of $w(x)$ for moose data
Notes. These are unsmoothed plots, i.e. interpolating between two points.

Example 5- Revisited. Oil Data. The field size $Y$ of 58 oil discoveries (in units of $10^{6}$ BBLS ) listed in Table 2 are from Meisner and Demirmen (1981). As indicated by both Bloomfield et al. (1979) and Meisner and Demirmen (1981), the study of $w(y)$, the probability of discovering a field of size $y$, is an important component in a model of forecasting future discoveries. In this case, it is reasonable to assume that $Y$ has a Lognormal distribution, as in these two references. Bloomfield et al. (1979) supposed that $w(y)$ was a lower power function of $y$, rather than proportional to $y$, and reported a much better fit than the linear fit for the Kansas data therein. For the data of Meisner and Demirmen (1981), the sample mean and the estimated standard deviation of $\log$ (size) are respectively
3.848 and 1.332, using $s(\bar{t}, t)$ defined in (14) below. Several typical $\hat{w}$ are presented in Table 2. They required at most 13 iterations in the MM algorithm. The precisions for the inner and outer loops are 0.0001 and 0.001 throughout. It is clear from our $\hat{w}$ and Figure 2 that no power function of $y$ fits the data well. Indeed, to compensate this, Meisner and Demirmen (1981) assume that $w(y)$ is a power function of $y$, but the power decreases as the number of the drillings increases.

Table 2. The size of oil fields

|  |  | $n \alpha=$ | 0.01 | 1 | 2 |  |  |  | 0.01 | 1 | 2 |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| no | size | $\log ($ size $)$ | $\hat{w}$ |  |  |  |  |  |  |  |  |  |  |
| 1 | 5.9 | 1.775 | 0.238 | 0.439 | 0.596 | $\ldots$ | $\ldots$ | $\ldots$ | size | $\log ($ size $)$ | $\hat{w}$ |  |  |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 53 | 337 | 5.820 | 0.984 | 1.000 |  |  |  |
| 38 | 75 | 4.317 | 0.341 | 0.661 | 0.908 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |  |  |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 57 | 775 | 6.653 | 1.000 | 1.000 |  |  |  |
| 45 | 125 | 4.828 | 0.478 | 0.819 |  | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |  |  |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 58 | 1328 | 7.191 | 1.000 | 1.000 |  |  |  |
|  | 154 | 5.037 | 0.497 | 0.825 |  | $\hat{\mu}$ |  | 3.848 | 3.319 | 3.357 | 3.406 |  |  |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\hat{\sigma}$ |  | 1.332 | 1.331 | 1.455 | 1.531 |  |  |
| 51 | 215 | 5.371 | 0.548 | 0.847 | 1.000 | $\hat{\kappa}$ |  |  | 0.429 | 0.695 | 0.878 |  |  |

Notes. The dots indicate that the estimates are same as the next one. The $\hat{\mu}$ and $\hat{\sigma}$ are the estimates of the parameters in the Lognormal distribution of $Y$.


Figure 2. Estimates $\log (\hat{w}(x))$ for oil data
Notes. These are unsmoothed plots at log-scales. A straight line would indicate that some power function of $y$ fitted $w$ well.

Simulations. Simulation experiments were conducted for Normal and Poisson data, $n=20,50$ and 100 , and $m=0$ and $n / 2$ for both known and unknown $N$. There were 1000 replications for each combination. Not all the results are reported in detail. The choice of the smoothing parameter $\alpha_{n}$ presents a difficult problem for the case of unknown $N$. Some possible approaches to this question are described in Section 7. In the simulation, $\alpha_{n}$ is chosen to reduce the bias of $\hat{\kappa}$. The desirable $\alpha_{n}$ for the case of $m=0$ is bigger than that for $m=n / 2$.

Poisson. Consider the case that $Y$ has a Poisson distribution with mean $\mu$, i.e. $Y \sim \operatorname{Poisson}(\mu)$, and $w(y)=(y+1) /(y+4), y=1,2, \ldots$ Then the natural parameter is $\theta=\log (\mu)$. The true $\kappa$ value, $\kappa^{o}$, say, can be computed by

$$
\kappa^{o}=\sum_{i=0}^{\infty} \frac{i+1}{i+4} \frac{\mu^{i}}{i!} e^{-\mu}
$$

which gives 0.4727 for $\mu=2$ and 0.7738 for $\mu=10$. When $N$ is unknown the penalized maximum likelihood estimator $\hat{\theta}(w)=\log (\hat{\mu}(w))$ of $\theta$ given $w$ is the solution of $e(\mu)=0$ where

$$
e(\mu):=\bar{t}-\mu-\mu\left[\frac{n}{m+n}-\frac{n \alpha}{m+n} \frac{1}{\kappa(w, \theta)}\right] \frac{\kappa_{\mu}^{\prime}(w, \theta)}{\kappa(w, \theta)}
$$

and $\kappa_{\mu}^{\prime}$ is the partial derivative of $\kappa$ with respect to $\mu$. It is easy to see that $e(0)>0$ and $e(\bar{t})<0$. Thus, a simple bisection algorithm can be used to solve this problem. When $N$ is known the maximum likelihood estimator $\hat{\theta}(w)$ is a solution of $e_{1}(\mu)=0$ where

$$
e_{1}(\mu):=\bar{t}-\mu-\mu\left(\frac{N-n}{m+n}\right)\left[\frac{\kappa_{\mu}^{\prime}(w, \theta)}{1-\kappa(w, \theta)}\right]
$$

Given $\mu$ or $\theta$, calculating $\hat{w}$ follows from (5) or (11) directly, based on an inner loop precision. The simulation results are presented in Table 3. The same random numbers are used for two cases, known and unknown $N$, and precisions for the inner and outer loops are 0.001 . With unknown $N$, the average iteration number for the MM algorithm is $7.3,8.5,9.4$ for $n=20,50,100$, respectively, when $\mu=2$; and $5.3,6.7,7.4$ when $\mu=10$. The average iteration number is smaller when $N$ is treated known. The results are fairly good even for $n=20$. The estimate $\hat{\mu}$ is closer to the true $\mu$ when $N$ is known. For bigger $\alpha n$ (than those used in the table), say $0.8,1.2,1.6$ for $n=20,50,100$, respectively, and data from Poisson(2), the corresponding sample means of $\hat{\mu}$ are $2.001,2.010,2.022$ but those for $\hat{\kappa}$ are $0.72,0.73,0.74$ with smaller standard deviation than those reported in Table 3. Hence, a bigger $\alpha$ (than those in Table 3) increases the bias and decreases the variance of $\hat{\kappa}$.

Table 3. The summary statistics under the Poisson model


Notes. That $d$ is the Kolmogorov-Sminov distance between $\hat{w}$ and $w^{o}$ (the true value of $w$ ). The upper figures are the estimates when $N$ is treated unknown and the lower are these when $N$ is known.

Normal. Consider the case that $Y \sim N\left(\mu, \sigma^{2}\right)$, and $w(y)=\left(e^{y}+1\right) /\left(e^{y}+4\right)$ for $y \in \mathbb{R}$. Then the natural parameter is $\theta=\left(\theta_{1}, \theta_{2}\right)$ where $\theta_{1}=\mu / \sigma^{2}$ and $\theta_{2}=1 / \sigma^{2}$. The $\kappa^{o}$ is 0.429 for $N(0,1)$ and 0.475 for $N(0,4)$. When $N$ is unknown the maximum likelihood estimator $\hat{\theta}(w)$ of $\theta$ given $w$ is the solution of equations:

$$
\begin{aligned}
\mu & =\bar{z}(t)-\sigma^{2}\left[\frac{n}{m+n}-\frac{\alpha}{m+n} \frac{1}{\kappa(w, \theta)}\right] \frac{\kappa_{\mu}^{\prime}(w, \theta)}{\kappa(w, \theta)} \\
\sigma^{2} & =s^{2}(\mu, t)\left\{1+2 \sigma^{2}\left[\frac{n}{m+n}-\frac{\alpha}{m+n} \frac{1}{\kappa(w, \theta)}\right] \frac{\kappa_{\sigma^{2}}^{\prime}(w, \theta)}{\kappa(w, \theta)}\right\}^{-1}
\end{aligned}
$$

where $\kappa_{\mu}^{\prime}$ and $\kappa_{\sigma^{2}}^{\prime}$ are partial derivatives of $\kappa$ with respect to $\mu$ and $\sigma^{2}$ and

$$
\begin{equation*}
\bar{z}(t)=\frac{\sum x_{i}+\sum y_{j}}{m+n}, \quad s^{2}(\mu, t)=\frac{1}{m+n}\left[\sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}+\sum_{j=1}^{m}\left(y_{j}-\mu\right)^{2}\right] . \tag{14}
\end{equation*}
$$

These equations can be used to define an iterative algorithm for calculating $\hat{\theta}$, i.e. a little MM algorithm in the inner loop. When $N$ is known, $\hat{\theta}$ is the solution of equations:

$$
\begin{aligned}
\mu & =\bar{z}(t)-\sigma^{2}\left(\frac{N-n}{m+n}\right)\left[\frac{\kappa_{\mu}^{\prime}(w, \theta)}{1-\kappa(w, \theta)}\right] \\
\sigma^{2} & =s^{2}(\mu, t) /\left\{1+2 \sigma^{2}\left(\frac{N-n}{m+n}\right)\left[\frac{\kappa_{\sigma^{2}}^{\prime}(w, \theta)}{\kappa(w, \theta)}\right]\right\}
\end{aligned}
$$

Table 4. The summary statistics under the $\operatorname{Normal}(0,4), \quad \kappa^{o}=0.475$


Notes. The case $m=0$ is the worst scenario.
which can also be used to define an iterative procedure. Given $\theta$, calculating $\hat{w}$ is again straightforward from (5) or (11). The equation (12) has a unique
solution $c \in(0,1)$ for reasonable $\alpha$. However, there are many small values of $c$ for which the two sides of (12) are fairly close for some $\alpha$ - false solutions. So, it is important that the precision value given to this equation is very small. To have an automatic algorithm to ensure that $\hat{\kappa}$ is the largest solution of the $c \in(0,1)$ in (12), we use the Golden section method (towards larger values) to find a solution of (12) and then 4 further random searches beyond the first solution. Hence, if the same random number generator is used in both generating the data and random searches, the data are slightly different in known $N$ (no need for random searches) and unknown $N$ cases, even if the same random seed is used. This presents no barrier in assessing performance of our estimates in the finite sample situation. The simulation results are presented in Table 4. With unknown $N$, the average iteration number used in the MM algorithm is $4.9,7.5,10.4$ respectively for $n=20,50,100$ when $(\mu, \sigma)=(0,1)$, and $3.7,4.1,5.8$ when $(\mu, \sigma)=(0,2)$. Again, the iteration number is smaller when $N$ is treated known. All the estimates get closer to the true values as $n$ increases.

Remark. The distribution of $\hat{\kappa}$, based on $\alpha_{n}=0.03 n^{-1 / 2}$ for the case of unknown $N$ and model Poisson(2), is skewed (for all $n$ ) and bimodal (for $n=$ 50,100 ), while those in Poisson $(10), \mathrm{N}(0,1)$ and $N(0,4)$ are quite symmetric and unimodal. This may be related to the fact that there are few distinct data points from Poisson(2) and hence $\kappa$ is harder to estimate. So, in the case of Poisson(2), the median is a better measurement than the mean in terms of the goodness fit of $\hat{\kappa}$ to $\kappa^{o}$.

## 5. The MM Algorithm

The iterative algorithm in (8) (with different definitions for $\hat{\theta}$ and $\hat{w}$ in the two cases, $N$ is known or unknown) is called the MM (maximization-maximization) algorithm, following the convention for the EM algorithm. The convergence of the iterates $\left(\hat{w}^{k}, \hat{\theta}^{k}\right), k \geq 1$, to the (penalized) maximum likelihood estimators may be deduced from the following simple results which have other applications. They are similar to Wu (1983) in some ways, but not in others - notably, the maximizing values may be boundary points.

Assumptions. Let $\mathcal{X}$ and $\mathcal{Y}$ denote metric spaces and let $\rho: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \cup\{\infty\}$ be a function which is bounded below, not identically $+\infty$, and continuous (with respect to the topology of $\mathbb{R} \cup\{\infty\}$ ). Suppose that

$$
\inf _{y^{\prime}} \rho\left(x, y^{\prime}\right)<\infty \quad \text { and } \quad \inf _{x^{\prime}} \rho\left(x^{\prime}, y\right)<\infty, \quad \text { for all } x, y
$$

and that these infima are attained. Then the sets

$$
\Psi(x)=\left\{y \in \mathcal{Y}: \quad \rho(x, y)=\inf _{y^{\prime}} \rho\left(x, y^{\prime}\right)\right\}
$$

and

$$
\Phi(y)=\left\{x \in \mathcal{X}: \quad \rho(x, y)=\inf _{x^{\prime}} \rho\left(x^{\prime}, y\right)\right\}
$$

are non empty for each $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. Of course, $\Psi(x)$ and $\Phi(y)$ are closed subsets of $\mathbb{R}$ for all $x$ and $y$.

Lemma 3. The $\Psi$ and $\Phi$ enjoy the following continuity properties: suppose that $x_{k} \rightarrow x \in \mathcal{X}$ and $y_{k} \rightarrow y \in \mathcal{Y}$ as $k \rightarrow \infty$;
(i) if $y_{k} \in \Psi\left(x_{k}\right)$, for all $k \geq 1$, then $y \in \Psi(x)$;
(ii) if $x_{k} \in \Phi\left(y_{k}\right)$, for all $k \geq 1$, then $x \in \Phi(y)$.

Proof. If $y_{k} \in \Psi\left(x_{k}\right)$, for all $k \geq 1$, then

$$
\begin{aligned}
\rho(x, y) & =\lim _{k \rightarrow \infty} \rho\left(x_{k}, y_{k}\right)=\lim _{k \rightarrow \infty} \inf _{y^{\prime}} \rho\left(x_{k}, y^{\prime}\right) \\
& \leq \inf _{y^{\prime}} \lim _{k \rightarrow \infty} \rho\left(x_{k}, y^{\prime}\right)=\inf _{y^{\prime}} \rho\left(x, y^{\prime}\right),
\end{aligned}
$$

so that $y \in \Psi(x)$. This proves (i). The proof of (ii) is similar.
The Algorithm. Given an initial point $x_{0} \in \mathcal{X}$, let $y_{0} \in \Psi\left(x_{0}\right)$,

$$
x_{k} \in \Phi\left(y_{k-1}\right) \quad \text { and } \quad y_{k} \in \Psi\left(x_{k}\right), \quad \text { for all } k \geq 1
$$

Then the following properties hold:
Property 1. The sequence $\rho\left(x_{k}, y_{k}\right), k \geq 0$, is non-increasing, since

$$
\rho\left(x_{k}, y_{k}\right) \leq \rho\left(x_{k}, y_{k-1}\right) \leq \rho\left(x_{k-1}, y_{k-1}\right), \quad \text { for all } k \geq 1
$$

So,

$$
\rho_{\#}=\lim _{k \rightarrow \infty} \rho\left(x_{k}, y_{k}\right)=\lim _{k \rightarrow \infty} \rho\left(x_{k}, y_{k-1}\right) \quad \text { exists }
$$

Property 2. If $\{(x, y): \rho(x, y) \leq c\}$ is compact for some $c>\inf _{x, y} \rho(x, y)$ and if $\rho\left(x_{0}, y_{0}\right) \leq c$, then the sequence $\left(x_{k}, y_{k}\right), k \geq 1$, is precompact (so that every subsequence contains a convergence subsequence).
Property 3. If $\left(x^{\#}, y^{\#}\right)$ is any limit point of the sequence $\left(x_{k}, y_{k}\right), k \geq 0$, then

$$
\rho\left(x^{\#}, y^{\#}\right)=\rho_{\#}, \quad y^{\#} \in \Psi\left(x^{\#}\right) \quad \text { and } x^{\#} \in \Phi\left(y^{\#}\right)
$$

Proof. The first two assertions are clear from continuity of $\rho$ and the continuity properties of $\Phi$ and $\Psi$ in Lemma 3. For the third, let $\mathcal{K} \subseteq\{1,2, \ldots\}$ be a subsequence for which $\left(x_{k}, y_{k}\right) \rightarrow\left(x^{\#}, y^{\#}\right)$ as $k \rightarrow \infty$ through $\mathcal{K}$. Then

$$
\begin{aligned}
\rho\left(x^{\#}, y^{\#}\right)=\rho_{\#} & =\lim _{k \in \mathcal{K}} \rho\left(x_{k+1}, y_{k}\right)=\lim _{k \in \mathcal{K}} \inf _{x^{\prime} \in \mathcal{X}} \rho\left(x^{\prime}, y_{k}\right) \\
& \leq \inf _{x^{\prime} \in \mathcal{X}} \lim _{k \in \mathcal{K}} \rho\left(x^{\prime}, y_{k}\right)=\inf _{x^{\prime}} \rho\left(x^{\prime}, y^{\#}\right),
\end{aligned}
$$

so that $x^{\#} \in \Phi\left(y^{\#}\right)$.
For the next three properties suppose $\mathcal{X}$ and $\mathcal{Y}$ are convex subsets of Euclidean spaces $\mathbb{R}^{p}$ and $\mathbb{R}^{q}$, and that $\rho$ is differentiable on the set $Z=\{(x, y)$ : $\rho(x, y)<\infty\}$.
Property 4. Any limit point ( $\left.x^{\#}, y^{\#}\right)$ of $\left(x_{k}, y_{k}\right), k \geq 1$, satisfies

$$
\begin{equation*}
\frac{\partial \rho}{\partial x}\left(x^{\#}, y^{\#}\right)^{\prime}\left(x-x^{\#}\right) \geq 0, \quad \text { for all } x \in \mathcal{X} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \rho}{\partial y}\left(x^{\#}, y^{\#}\right)^{\prime}\left(y-y^{\#}\right) \geq 0, \quad \text { for all } y \in \mathcal{Y} . \tag{16}
\end{equation*}
$$

These are obvious necessary conditions for $y^{\#} \in \Psi\left(x^{\#}\right)$ and $x^{\#} \in \Phi\left(y^{\#}\right)$. For example, if $y \in \mathcal{Y}$ and $y^{\epsilon}=\epsilon y+(1-\epsilon) y^{\#}$ for $0<\epsilon<1$, then $\left(x^{\#}, y^{\epsilon}\right) \in Z$ for sufficiently small $\epsilon$. For such $\epsilon, \rho\left(x^{\#}, y^{\#}\right) \leq \rho\left(x^{\#}, y^{\epsilon}\right)$ and, therefore,

$$
0 \leq \lim _{\epsilon \searrow 0} \frac{\rho\left(x^{\#}, y^{\epsilon}\right)-\rho\left(x^{\#}, y^{\#}\right)}{\epsilon}=\frac{\partial \rho}{\partial y}\left(x^{\#}, y^{\#}\right)^{\prime}\left(y-y^{\#}\right) .
$$

The term "convex function" below is used in the following extended sense: if $B \subseteq \mathcal{X} \times \mathcal{Y}$ is a (not necessarily convex) set, then a function $f: \mathcal{X} \times \mathcal{Y} \rightarrow$ $\mathbb{R} \cup\{\infty\}$ is said to be convex on $B$ iff $f(\alpha w+\beta z) \leq \alpha f(w)+\beta f(z)$ whenever $w, z \in B, \alpha, \beta \geq 0$, and $\alpha+\beta=1$.

Property 5. If, in addition (to the conditions of Property 4), there is a closed set $B \subseteq Z$ for which $\rho$ is convex on $B$ and

$$
\begin{equation*}
\{(x, y): y \in \Psi(x)\} \subseteq B \tag{17}
\end{equation*}
$$

then $\rho$ is minimized at any limit point $\left(x^{\#}, y^{\#}\right)$ of $\left(x_{k}, y_{k}\right), k \geq 1$.
Proof. Clearly, $\left(x^{\#}, y^{\#}\right) \in B$ by Property 3 and (17); and $\inf _{x, y} \rho(x, y)=$ $\inf _{(x, y) \in B} \rho(x, y)$ by (17). So, it suffices to show that $\rho\left(x^{\#}, y^{\#}\right) \leq \rho(x, y)$ for all $(x, y) \in B$. This follows from (15), (16) and the assumed convexity. For if $(x, y) \in B, x^{\epsilon}=\epsilon x+(1-\epsilon) x^{\#}$, and $y^{\epsilon}=\epsilon y+(1-\epsilon) y^{\#}, 0<\epsilon<1$, then

$$
\begin{aligned}
\rho(x, y)-\rho\left(x^{\#}, y^{\#}\right) & \geq \frac{\rho\left(x^{\epsilon}, y^{\epsilon}\right)-\rho\left(x^{\#}, y^{\#}\right)}{\epsilon}, \quad \text { for all } 0<\epsilon<1, \\
& \rightarrow \nabla \rho\left(x^{\#}, y^{\#}\right)^{\prime}\binom{x-x^{\#}}{y-y^{\#}} \geq 0, \quad \text { as } \epsilon \searrow 0 .
\end{aligned}
$$

Property 6. If the conditions in Property 2 and 5 hold and if $\rho$ attains its global minimum at a unique point $\left(x^{0}, y^{0}\right)$, say, and $\rho\left(x_{0}, y_{0}\right) \leq c$, then $\left(x_{k}, y_{k}\right) \rightarrow$ $\left(x^{0}, y^{0}\right)$ as $k \rightarrow \infty$.

This is clear.
Application to the Maximum Likelihood Estimators. To apply this result to the $\log$ likelihood functions of Section 2, write $w_{i}=e^{\xi_{i}}, i=1, \ldots, r$, and

$$
\rho(\xi, \theta)=-l(w, \theta) \quad \text { and } \quad \rho^{*}(\xi, \theta)=-l_{\alpha}^{*}(w, \theta)
$$

for $\xi \in \Xi=\left\{\xi \in \mathbb{R}^{r}:-\infty<\xi_{1} \leq \cdots \leq \xi_{r} \leq 0\right\}$ and $\theta \in \Omega$. Then $\Xi$ and $\Omega$ are convex, and $\rho$ and $\rho^{*}$ are bounded below and continuously differentiable. So, it remains to verify the compactness and convexity conditions in Properties 2 and 5.

Known $N$. For the case of known $N$, the compactness condition in Property 2 is clear, since $\sup _{w} l(w, \theta) \leq(m+n)\left[\theta^{\prime} \bar{t}-\psi(\theta)\right]$, which approaches $-\infty$ as $\|\theta\| \rightarrow \infty$ or $\theta$ approaches a boundary point of $\Omega$, and $\sup _{\theta \in K} l(w, \theta) \rightarrow-\infty$ as $w_{1} \searrow 0$ for any compact $K \subseteq \Omega$. It is shown below that the convexity condition in Property 5 is satisfied with

$$
B=\left\{(\xi, \theta): \quad \kappa(w, \theta) \leq \frac{n+m}{N+m}\right\}
$$

which is a closed but not necessarily convex subset of $\Xi \times \Omega$.
First, observe that $[\hat{w}(\theta), \theta] \in B$, for all $\theta \in \Omega$, by (6). Next, write $\phi(\xi, \theta)=$ $\psi_{w}(\theta)$ and let $S_{i}$ be the indicator of $\left[x_{i}, x_{i+1}\right), i=1, \ldots, r$. Then ,

$$
\phi(\xi, \theta)=\log \left\{\int_{\left[x_{1}, \infty\right)} \exp \left(\theta^{\prime} T+\xi^{\prime} S\right) d \Lambda\right\}
$$

which is (jointly) convex in $(\xi, \theta)$. In fact, $\phi$ is strictly convex w.p.1. Now, simple algebra yields,

$$
\rho(\xi, \theta)=-\sum_{i=1}^{r} n_{i} \xi_{i}-(m+n) \theta^{\prime} \bar{t}+g[\phi(\xi, \theta), \psi(\theta)], \quad \text { for all } \xi \in \Xi, \theta \in \Omega
$$

where
$g(x, y)=-(N-n) \log \left[e^{y}-e^{x}\right]+(N+m) y=-(N-n) \log \left[1-e^{x-y}\right]+(m+n) y$
for all $-\infty<x<y<\infty$. It is easily seen that $g$ is convex on $-\infty<x<y<\infty$ and that $g$ is non-decreasing in each variable on the set

$$
A=\left\{(x, y) \in \mathbb{R}^{2}: x-y \leq \log \left(\frac{n+m}{N+m}\right)\right\}
$$

that is, if $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in A, x_{1} \leq x_{2}, y_{1} \leq y_{2}$, then $g\left(x_{1}, y_{1}\right) \leq g\left(x_{2}, y_{2}\right)$. Next observe that $[\phi(\xi, \theta), \psi(\theta)] \in A$ whenever $(\xi, \theta) \in B$. It follows easily that $g[\phi(\xi, \theta), \psi(\theta)]$ is convex in $(\xi, \theta) \in B$. To see this, let $\left(\xi^{1}, \theta^{1}\right),\left(\xi^{2}, \theta^{2}\right) \in$
$B, \alpha_{1}, \alpha_{2} \geq 0, \alpha_{1}+\alpha_{2}=1$, and $(\xi, \theta)=\alpha_{1}\left(\xi^{1}, \theta^{1}\right)+\alpha_{2}\left(\xi^{2}, \theta^{2}\right)$. Then, with obvious notational conventions,

$$
\begin{aligned}
& x \equiv \phi(\xi, \theta) \leq \alpha_{1} \phi\left(\xi^{1}, \theta^{1}\right)+\alpha_{2} \phi\left(\xi^{2}, \theta^{2}\right)=\alpha_{1} x_{1}+\alpha_{2} x_{2}, \\
& y \equiv \psi(\theta) \leq \alpha_{1} \psi\left(\theta^{1}\right)+\alpha_{2} \psi\left(\theta^{2}\right)=\alpha_{1} y_{1}+\alpha_{2} y_{2}
\end{aligned}
$$

by convexity of $\phi$ and $\psi$, and

$$
g(x, y) \leq g\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}, \alpha_{1} y_{1}+\alpha_{2} y_{2}\right) \leq \alpha_{1} g\left(x_{1}, y_{1}\right)+\alpha_{2} g\left(x_{2}, y_{2}\right),
$$

since $g$ is non-decreasing on $A$. Therefore, the iterates $\left(\hat{w}^{k}, \hat{\theta}^{k}\right)$ defined by (5), (7) and (8) are precompact and any limit point is a maximum likelihood estimator of $w, \theta$, using Properties 1-5.

Unknown $N$. Suppose that $\epsilon \geq \alpha>0$. Then the compactness condition in Property 2 is clear for unknown $N$. For in this case $\Xi$ is replaced by $\Xi=\{\xi \in$ $\left.\mathbb{R}^{r}: \log (\epsilon) \leq \xi_{1} \leq \cdots \leq \xi_{r-1} \leq \xi_{r}=0\right\}$, and $\psi(\theta)-\theta^{\prime} \bar{t} \rightarrow \infty$ as $\|\theta\| \rightarrow \infty$ or $\theta$ approaches a boundary point of $\Omega$. For the convexity, note that

$$
\rho^{*}(\xi, \theta)=-\sum_{i=1}^{r} n_{i} \xi_{i}+n\left[\phi(\xi, \theta)-\theta^{\prime} \bar{t}\right]+m\left[\psi(\theta)-\theta^{\prime} \bar{t}\right]+\frac{\alpha n}{\kappa},
$$

where $\kappa=\exp [\phi(\xi, \theta)-\psi(\theta)]$. Taking its gradient with respect to $(\xi, \theta)$, we have

$$
\nabla \rho^{*}=n \nabla \phi+m \nabla \psi-\alpha n\left[\frac{\nabla \phi-\nabla \psi}{\kappa}\right]+C,
$$

where $C$ is a constant with respect to $\xi$ and $\theta$, and

$$
\begin{align*}
\nabla^{2} \rho^{*} & =n \nabla^{2} \phi+m \nabla^{2} \psi-\alpha n\left[\frac{\nabla^{2} \phi-\nabla^{2} \psi}{\kappa}-\frac{(\nabla \phi-\nabla \psi)(\nabla \phi-\nabla \psi)^{\prime}}{\kappa}\right] \\
& =n\left(1-\frac{\alpha}{\kappa}\right) \nabla^{2} \phi+\left(m+\frac{\alpha n}{\kappa}\right) \nabla^{2} \psi+\alpha n\left[\frac{(\nabla \phi-\nabla \psi)(\nabla \phi-\nabla \psi)^{\prime}}{\kappa}\right] \tag{18}
\end{align*}
$$

which is positive definite as $\kappa \geq \epsilon>\alpha$. In other words, $\rho^{*}$ is strictly convex and has a unique minimum. Therefore, the iterates ( $\hat{w}^{k}, \hat{\theta}^{k}$ ) defined by (11), (13) and (8) approach the unique maximum likelihood estimator of $(w, \theta)$, as $k \rightarrow \infty$, using Properties 1-6.

## 6. Consistency

Identifiability. The family $\left\{f_{w, \theta}^{*}: w \in W, \theta \in \Omega\right\}$ is not identifiable, because $f_{w, \theta}^{*}=f_{c w, \theta}^{*}$ for any $w \in W, \theta \in \Omega$, and $c>0$ for which $c w \leq 1$. A positive result is presented next.

Proposition 1. Suppose that

$$
\begin{equation*}
\underset{y \rightarrow \infty}{\limsup }\left|(\eta-\theta)^{\prime} T(y)\right|=\infty, \quad \text { for all } \eta \neq \theta \tag{19}
\end{equation*}
$$

If $u, w \in W, \quad \eta, \theta \in \Omega$, and $f_{u, \eta}^{*}=f_{w, \theta}^{*}$ a.e. $(\Lambda)$, then $\eta=\theta$ and $u=c w$ a.e. $(\Lambda)$ for some $c>0$.
Proof. If $u, w \in W, \eta, \theta \in \Omega$ and $f_{u, \eta}^{*}=f_{w, \theta}^{*}$ a.e. $(\Lambda)$, then

$$
\begin{equation*}
u(y) \exp \left[\eta^{\prime} T(y)\right]=c w(y) \exp \left[\theta^{\prime} T(y)\right] \quad \text { a.e. } y(\Lambda) \tag{20}
\end{equation*}
$$

where $c=\kappa(u, \eta) \exp [\psi(\eta)-\psi(\theta)] / \kappa(w, \theta)$, a positive constant. If $y$ is sufficiently large, then both sides of (20) are positive, and

$$
\begin{equation*}
\left|\log \left[\frac{u(y)}{w(y)}\right]\right|=\left|(\theta-\eta)^{\prime} T(y)+\log (c)\right| \tag{21}
\end{equation*}
$$

The left side of (21) has a finite limit as $y \rightarrow \infty$, and the right side has an infinite limit superior if $\eta \neq \theta$ by (19). So, $\eta=\theta$. That $u=c w$ a.e. ( $\Lambda$ ) then follows directly from (20).

Corollary 1. If $\kappa(u, \eta)=\kappa(w, \theta)$ (in addition to the conditions of the proposition), then $\eta=\theta$ and $u=w$.

For a one parameter exponential family $(p=1)$, condition (19) is satisfied, if $\lim \sup _{y \rightarrow \infty}|T(y)|=\infty$. In particular, (19) is satisfied if $T(y)=y$. For $p \geq 2$, sufficient conditions for (19) are that

$$
\begin{equation*}
\lim _{y \rightarrow \infty}\left|T_{j}(y)\right|=\infty \quad \text { and } \quad \lim _{y \rightarrow \infty} \frac{\left|T_{j}(y)\right|}{\left|T_{j+1}(y)\right|}=0, \quad \text { for all } j=1, \ldots, p-1 \tag{22}
\end{equation*}
$$

For example, suppose that (22) holds with $p=2$. Then $\left|(\eta-\theta)^{\prime} T(y)\right|=\mid\left(\eta_{1}-\right.$ $\left.\theta_{1}\right) T_{1}(y)+\left(\eta_{2}-\theta_{2}\right) T_{2}(y) \mid \rightarrow \infty$ if either $\eta_{2} \neq \theta_{2}$ or $\eta_{2}=\theta_{2}$ and $\eta_{1} \neq \theta_{1}$; that is, if $\eta \neq \theta$. It is easily verified that (22) is satisfied by the two parameter normal family, with $T(y)=\left(y,-y^{2} / 2\right)^{\prime},-\infty<y<\infty$, and the two parameter gamma family, with $T(y)=[\log (y),-y]^{\prime}, 0<y<\infty$.

Distance in $W$. To discuss consistency, it is necessary to define distance in $W$. Two functions $v, w \in W$ are regarded as equivalent if $v=w$ a.e. ( $\Lambda$ ). The same symbol $w$ is used to denote a function and the equivalence class containing it. If $G$ is any probability distribution which has the same null sets as $\Lambda$, then

$$
d(v, w)=d_{G}(v, w)=\int_{\mathcal{Y}}|v-w| d G, \quad \text { for all } v, w \in W
$$

defines a metric for $W$. It is easily seen that all such metrics generate the same topology and that $\kappa$ is a continuous function on the product space $W \times \Omega$.

The same symbol $H$ is used for both a probability distribution on $\mathcal{Y}$ and its distribution function in the next lemma.

Lemma 4. Let $H$ be a probability distribution for which $H \ll \Lambda$; and let $H_{k}, k \geq 1$, be probability distributions for which $\sup _{y \in \mathcal{Y}}\left|H_{k}(y)-H(y)\right| \rightarrow 0$, as $k \rightarrow \infty$. Further, let $\delta>0$, and $w_{1}, w_{2}, \ldots \in W$ be functions for which $\int_{\mathcal{Y}} w_{k} d H_{k} \geq \delta$ a.e. for $k$ (all but a finite number). If $\mathcal{K} \subseteq\{1,2, \ldots\}$, then there is a subsequence $\mathcal{K}_{0} \subseteq \mathcal{K}$ and a $w \in W$ for which $\int_{\mathcal{Y}} w d H \geq \delta$ and $w_{k} \rightarrow w$, as $k \rightarrow \infty$ through $\mathcal{K}_{0}$. In particular, $\left\{w \in W: \int_{\mathcal{Y}} w d H \geq \delta\right\}$ is compact for any $\delta>0$ and any $H \ll \Lambda$.

Proof. By a simple diagonalization argument, there is a subsequence $\mathcal{K}_{0} \subseteq \mathcal{K}$ and a $w \in W \cup\{0\}$ for which $w_{k}(x) \rightarrow w(x)$ as $k \rightarrow \infty$ through $\mathcal{K}_{0}$, at all continuity points $x$ of $w$ and at atoms $x$ of $\Lambda$. Then

$$
\int_{\mathcal{Y}} w_{k} d H_{k}-\int_{\mathcal{Y}} w d H=\int_{\mathcal{Y}}\left(H-H_{k}\right) d w_{k}+\int_{\mathcal{Y}}\left(w_{k}-w\right) d H,
$$

which approaches zero as $k \rightarrow \infty$ through $\mathcal{K}_{0}$, by the assumed uniform convergence of $H_{k}$ to $H$ and the Bounded Convergence Theorem. It follows that $\int_{\mathcal{Y}} w d H \geq \delta$ and, therefore, that $w \in W$. Another application of the Bounded Convergence Theorem shows that $d_{G}\left(w, w_{k}\right) \rightarrow 0$, as $k \rightarrow \infty$ through $\mathcal{K}_{0}$, for any probability distribution $G \ll \Lambda$; that is, $w_{k} \rightarrow w$, as $k \rightarrow \infty$ through $\mathcal{K}_{0}$. This establishes the first assertion of the lemma, and the second follows by specializing the first to $H_{k}=H$, for all $k \geq 1$.

Consistency. To simplify the notation, denote the true values of $w$ and $\theta$ by $w^{o}$ and $\theta^{o}$, let $\kappa^{o}=\kappa\left(w^{o}, \theta^{o}\right)$, and write $f$ and $f^{*}$ for $f_{\theta^{o}}$ and $f_{w^{o}, \theta^{o}}^{*}$ respectively. It is convenient (and efficient) to suppose that there are three independent sequences of random variables $X_{1}, X_{2}, \ldots, Y_{1}, Y_{2}, \ldots$, and $n=n_{N}, N \geq 1$, defined on an appropriate probability space, for which $X_{1}, X_{2}, \ldots \sim f^{*}$ are i.i.d., $Y_{1}, Y_{2}, \ldots \sim f$ are i.i.d., and $n \sim \operatorname{Binomial}\left(N, \kappa^{o}\right)$ for all $N \geq 1$. (The dependence of $n$ on $N$ is suppressed in the notation.) For the limiting operations $N \rightarrow \infty$ and $m=m_{N}$ depends on $N$ in such a manner that $m / N \rightarrow \gamma \kappa^{\circ}$, where $\gamma \geq 0$. Of course, $n / N \rightarrow \kappa^{o}$ w.p.1.

If $n, X_{1}, \ldots, X_{n}$ and $Y_{1}, \ldots, Y_{m}$ are observed, then the log likelihood function and conditional (penalized) $\log$ likelihood function given $n$ may be written as

$$
\begin{aligned}
l_{m, n}(w, \theta) & =R_{n}(w)+S_{m, n}(\theta)+(N-n) \log [1-\kappa(w, \theta)], \\
l_{\alpha, m, n}^{*}(w, \theta) & =R_{n}(w)+S_{m, n}(\theta)-n \log [\kappa(w, \theta)]-\frac{\alpha n}{\kappa(w, \theta)},
\end{aligned}
$$

where

$$
R_{n}(w)=\sum_{i=1}^{n} \log \left[w\left(X_{i}\right)\right]
$$

and

$$
S_{m, n}(\theta)=\sum_{i=1}^{n} \theta^{\prime} T\left(X_{i}\right)+\sum_{j=1}^{m} \theta^{\prime} T\left(Y_{j}\right)-(m+n) \psi(\theta)
$$

for $w \in W$ and $\theta \in \Omega$. For $\epsilon \geq 0, w \in W, \theta \in \Omega$, and $n \geq 1$, let

$$
\begin{aligned}
R_{\epsilon, k}(w) & =\sum_{i=1}^{k} \log \left[\epsilon \vee w\left(X_{i}\right)\right], \quad k \geq 1 \\
r_{\epsilon}(w) & =\int_{\mathcal{Y}} \log [\epsilon \vee w(y)] f^{*}(y) \Lambda(d y)
\end{aligned}
$$

and

$$
s(\theta)=\theta^{\prime} \nabla \psi_{w^{o}}\left(\theta^{o}\right)+\gamma \theta^{\prime} \nabla \psi\left(\theta^{o}\right)-(1+\gamma) \psi(\theta)
$$

Lemma 5. For any compact $K \subseteq \Omega$,

$$
\begin{equation*}
\sup _{\theta \in K}\left|\frac{S_{m, n}(\theta)}{N}-\kappa^{o} s(\theta)\right| \rightarrow 0, \quad \text { w.p.1. } \quad \text { as } N \rightarrow \infty \tag{23}
\end{equation*}
$$

Further, if $m / N-\gamma \kappa_{0}=O\left(N^{-1 / 2}\right)$, as $N \rightarrow \infty$, and

$$
K_{n}=\{\theta \in \Omega: \psi(\theta) \leq c \log n\}
$$

where $0<c<\infty$, then

$$
\begin{equation*}
\sup _{\theta \in K_{n}}\left|\frac{S_{m, n}(\theta)}{N}-\kappa^{o} s(\theta)\right|=O\left(\frac{\log ^{2} n}{\sqrt{n}}\right), \quad \text { w.p.1. } \quad \text { as } N \rightarrow \infty \tag{24}
\end{equation*}
$$

Proof. The first statement in (23) follows easily from the law of large numbers, applied to $X_{1}, X_{2}, \ldots$ and $Y_{1}, Y_{2}, \ldots$ The second in (24) is nearly as transparent from the law of the iterated logarithm and the relation $\|\theta\| \leq O[\psi(\theta)]$ as $\|\theta\| \rightarrow$ $\infty$, using Lemma 2.

Lemma 6. For all $0<\epsilon<1$,

$$
\sup _{w \in W}\left|\frac{1}{k} R_{\epsilon, k}(w)-r_{\epsilon}(w)\right| \rightarrow 0, \quad \text { w.p.1. } \quad \text { as } k \rightarrow \infty
$$

Furthermore, if $\epsilon=\epsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$ and $\log \epsilon_{k}^{-1}=O(\log k)$, then

$$
\sup _{w \in W}\left|\frac{1}{k} R_{\epsilon, k}(w)-r_{\epsilon}(w)\right|=O\left(\frac{\log ^{2} k}{\sqrt{k}}\right), \quad \text { w.p.1. } \quad \text { as } k \rightarrow \infty
$$

Proof. Let $F^{*}$ denote the distribution function of $X_{1}$ and let $F_{k}$ be the empirical distribution function of $X_{1}, \ldots, X_{k}$. Then

$$
\begin{aligned}
& \left|\frac{1}{k} R_{\epsilon, k}(w)-r_{\epsilon}(w)\right|=\left|\int_{-\infty}^{\infty} \log (\epsilon \vee w) d\left(F_{k}-F^{*}\right)\right| \\
= & \left|\int_{-\infty}^{\infty}\left(F_{k}-F^{*}\right) d \log (\epsilon \vee w)\right| \leq \sup _{x}\left|F_{k}(x)-F^{*}(x)\right| \cdot \log \left(\frac{1}{\epsilon}\right)
\end{aligned}
$$

which goes to zero w.p.1. for fixed $\epsilon>0$ as $k \rightarrow \infty$, using the Glivenko-Cantelli theorem. The second assertion follows from the law of the iterated logarithm for $\sup _{x}\left|F_{k}(x)-F^{*}(x)\right|$ if $F^{*}$ is continuous. (See, for example, Csörgő and Revesz (1981), pp 157.) If $F^{*}$ is discrete and the probability space is sufficiently rich, then $\sup _{x}\left|F_{k}(x)-F^{*}(x)\right| \leq \sup _{u}\left|G_{k}(u)-G(u)\right|$ for a uniform distribution $G$ and some uniform empirical distributions $G_{k}$, and we can apply the iterated logarithm to $\sup _{u}\left|G_{k}(u)-G(u)\right|$.

Known $N$. For the first theorem, let $\hat{w}_{N}$ and $\hat{\theta}_{N}$ denote approximate maximum likelihood estimators, so that

$$
\begin{equation*}
l_{m, n}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \geq \sup _{w \in W, \theta \in \Omega} l_{m, n}(w, \theta)-\delta_{N} \quad \text { w.p.1., } \tag{25}
\end{equation*}
$$

where $\delta_{1}, \delta_{2}, \ldots$ is a sequence of real numbers for which $\delta=o(N)$.
Theorem 1. If the conditions (19) and (25) are satisfied, then

$$
\lim _{N \rightarrow \infty}\left[\hat{w}_{N}, \hat{\theta}_{N}\right]=\left(w^{o}, \theta^{o}\right) \quad \text { w.p.1. }
$$

Proof. It is first shown that there are compact $U \subseteq W$ and $K \subseteq \Omega$ for which

$$
\begin{equation*}
\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \in U \times K \quad \text { and } \quad l_{m, n}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \geq \sup _{w \in U, \theta \in K} l_{m, n}(w, \theta)-\delta_{N} \quad \text { w.p.1. } \tag{26}
\end{equation*}
$$

a.e. for $N$ (all but a finite number). To see this first observe that $l_{m, n}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) / N$ $\geq l_{m, n}\left(w^{o}, \theta^{o}\right) / N+o(1) \rightarrow \kappa^{o} r_{0}\left(w^{o}\right)+\kappa^{o} s\left(\theta^{o}\right)+\left(1-\kappa^{o}\right) \log \left(1-\kappa^{o}\right)>-\infty$ w.p.1. as $N \rightarrow \infty$. So, there is a $1 \leq C<\infty$ for which

$$
\begin{equation*}
l_{m, n}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \geq-C N \tag{27}
\end{equation*}
$$

a.e. for $N$. Next, by Lemma 1 , there is a compact $J \subseteq \nabla \psi(\Omega)$ for which $\bar{t}_{N}=$ $\left[T\left(X_{1}\right)+\cdots+T\left(Y_{m}\right)\right] /(m+n) \in J$ a.e. for $N$ w.p.1. By Lemma 2, there is a compact $K \subseteq \Omega$ for which $S_{m, n}(\theta) / N \leq-2 C$ for all $\theta \notin K$ a.e. for $N$. Finally,

$$
\begin{align*}
l_{m, n}(w, \theta) & =R_{n}(w)+S_{m, n}(\theta)+(N-n) \log [1-\kappa(w, \theta)] \\
& \leq R_{n}(w)+S_{m, n}(\theta) \leq S_{m, n}(\theta) \tag{28}
\end{align*}
$$

for all $w \in W$ and $\theta \in \Omega$. Since the right side of (28) is less than the right side of (27) for $\theta \notin K$ a.e. for $N$ w.p.1., it follows that $\hat{\theta}_{N} \in K$ a.e. for $N$, w.p.1. Next, letting $B=\kappa^{o} \sup _{\theta \in K}|s(\theta)|+1$, it follows that $-C N \leq l_{m, n}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \leq$ $R_{n}\left(\hat{w}_{N}\right)+B N$ a.e. for $N$. So, by Lemma 6 and Jensen's Inequality,

$$
-(B+C) \leq \frac{n}{N} \frac{1}{n} R_{n}\left(\hat{w}_{N}\right) \leq \frac{\kappa^{o}}{2} \log \left(\int_{\mathcal{Y}} \hat{w}_{N} d F_{n}\right)
$$

a.e. for $N$, w.p.1., where $F_{n}$ denotes the empirical distribution function. That is, the sequences $\hat{w}_{N}, N \geq 1$, and $F_{n}$ satisfy the conditions of Lemma 4 with $\delta=\exp \left[-2(B+C) / \kappa_{0}\right]$, w.p.1. It follows that $\hat{w}_{N}$ is in the compact set $U=$ $\left\{w \in W: \kappa\left(w, \theta^{\circ}\right) \geq \delta / 2\right\}$ a.e. for $N$. Relation (26) follows.

By (26), ( $\left.\hat{w}_{N}, \hat{\theta}_{N}\right)$ is relatively compact w.p.1. It is also clear that for all $\epsilon>0$ and $N$ a.e.

$$
\begin{aligned}
\frac{1}{N} l_{m, n}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) & \leq \sup _{w \in U, \theta \in K} \frac{1}{N}\left\{R_{\epsilon, n}(w)+S_{m, n}(\theta)+(N-n) \log [1-\kappa(w, \theta)+\epsilon],\right. \\
& \rightarrow \sup _{w \in U, \theta \in K}\left\{\kappa^{o} r_{\epsilon}(w)+\kappa^{o} s(\theta)+\left(1-\kappa^{o}\right)[1-\kappa(w, \theta)+\epsilon]\right\}
\end{aligned}
$$

w.p.1. as $N \rightarrow \infty$; and the right side approaches $\sup _{w \in U, \theta \in K}\left\{\kappa^{o} r_{0}(w)+\kappa^{o} s(\theta)+\right.$ $\left.\left(1-\kappa^{o}\right)[1-\kappa(w, \theta)]\right\}$ as $\epsilon \searrow 0$, by Dini's Theorem. If $(\hat{w}, \hat{\theta})$ denotes any limit point (possibly random) of the sequence ( $\left.\hat{w}_{N}, \hat{\theta}_{N}\right), N \geq 1$, and $\hat{\kappa}=\kappa(\hat{w}, \hat{\theta})$, then by the dominated convergence theorem,

$$
\kappa^{o}\left\{r_{0}(\hat{w})-r_{0}\left(w^{o}\right)\right\}+\left(1-\kappa^{o}\right) \log \left[\frac{1-\hat{\kappa}}{1-\kappa^{o}}\right]+\kappa^{o}\left[s(\hat{\theta})-s\left(\theta^{o}\right)\right] \geq 0 .
$$

Letting $\hat{f}^{*}=f_{\hat{w}, \hat{\theta}}^{*}, \hat{f}=f_{\hat{w}, \hat{\theta}}$ and $\hat{\kappa}=\kappa(\hat{w}, \hat{\theta})$, this inequality may be rewritten $\kappa^{o} \int_{\mathcal{Y}} \log \left(\frac{\hat{f}^{*}}{f^{*}}\right) f^{*} d \Lambda+\gamma \kappa^{o} \int_{\mathcal{Y}} \log \left(\frac{\hat{f}}{f}\right) f d \Lambda+\kappa^{o} \log \left(\frac{\hat{\kappa}}{\kappa^{o}}\right)+\left(1-\kappa^{o}\right) \log \left(\frac{1-\hat{\kappa}}{1-\kappa^{o}}\right) \geq 0$.

Finally, the latter inequality requires $\hat{\kappa}=\kappa^{o}$ and $\hat{f}^{*}=f^{*}$ by Jensen's Inequality, and, therefore, $(\hat{w}, \hat{\theta})=\left(w^{o}, \theta^{o}\right)$ by Proposition 1. Thus, $\left(w^{o}, \kappa^{o}\right)$ is the unique limit point of $\left(\hat{w}_{N}, \hat{\theta}_{N}\right), N \geq 1$, w.p.1.

Unknown $N$. In the second theorem, let $\alpha=\alpha_{n}$, where $0<\alpha_{1}, \alpha_{2}, \ldots, \epsilon_{1}, \epsilon_{2}$, $\ldots$ are sequences for which $\epsilon_{k}>\alpha_{k}$ for all $k \geq 1, \epsilon_{k} \rightarrow 0$, and $\alpha_{k}^{-1}=o\left(k^{1 / 2} / \log ^{2} k\right)$ as $k \rightarrow \infty$. Suppose also that $m / N=\gamma \kappa^{o}+O\left(N^{-1 / 2}\right)$ as $N \rightarrow \infty$. As in the case of known $N$, let $\hat{w}_{N}$ and $\hat{\theta}_{N}$ denote approximate conditional penalized maximum likelihood estimators so that

$$
\begin{equation*}
l_{\alpha, m, n}^{*}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \geq \sup _{\epsilon_{n} \leq w \in W, \theta \in \Omega} l_{\alpha, m, n}^{*}(w, \theta)-\delta_{N} \quad \text { w.p.1., for all } N \geq 1, \tag{29}
\end{equation*}
$$

where $\delta_{1}, \delta_{2}, \ldots$ is a sequence of real numbers for which $\delta_{N}=O\left(N^{1 / 2} \log N\right)$.
Theorem 2. If $w^{o}(\infty)=1$, condition (19) and those in the previous paragraph are satisfied, then

$$
\lim _{N \rightarrow \infty}\left[\hat{w}_{N}, \hat{\theta}_{N}\right]=\left(w^{o}, \theta^{o}\right) \quad \text { w.p.1. }
$$

Proof. The proof is similar to that of Theorem 1, but the proof of the relative compactness is more complicated. In this proof, the following inequalities are needed. If $J$ is any compact subset of $\nabla \psi(\Omega)$, then there are a $B=B_{J}>0$ and a $\eta=\eta_{J}, 0<\eta<1$ for which

$$
\theta^{\prime} t \leq B+(1-\eta) \psi(\theta), \quad \text { for all } \theta \in \Omega, \quad t \in J
$$

This follows easily from Lemma 3.5 and Lemma 5.3 of Brown (1986), pp. 73-74 and pp. 146 as our Lemma 2 does. So, for $\epsilon>0$ simple algebra yields

$$
\begin{align*}
& \left\{(w, \theta) \in W \times \Omega: \kappa(w, \theta) \geq \epsilon, l_{\alpha, m, n}^{*}(w, \theta) \geq-C N\right\} \\
\subseteq & \left\{(w, \theta) \in W \times \Omega: \quad \psi(\theta) \leq \eta^{-1}\left[B+\frac{n}{m+n} \log \kappa^{-1}+\frac{C N}{m+n}\right]\right\} . \tag{30}
\end{align*}
$$

The above inclusion also holds with $\log \kappa^{-1}$ replaced by $\log \epsilon^{-1}$, obviously.
Next, it is shown that there are compact $U_{1}, U_{2}, \ldots \subseteq W$ and $K_{1}, K_{2}, \ldots \subseteq \Omega$ for which $\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \in U_{n} \times K_{n}$ for a.e. $N$, w.p.1. Let $U_{k}=\left\{w \in W: w \geq \epsilon_{k}\right\}$, $k=1,2, \ldots$ Then clearly $\hat{w}_{N} \in U_{n}$ for all $N$. As in the proof of Theorem 1 , there are a compact $J \subseteq \Omega$ and a constant $0<C<\infty$ for which $\bar{t}_{N} \in J$ and $l_{\alpha, m, n}^{*}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \geq-C N$ for a.e. $N$, w.p.1. Moreover, $N / n \leq 2 / \kappa^{o}$ for a.e. $N$, w.p.1. It follows from (30) that $\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \in U_{n} \times K_{n}$ with

$$
\begin{align*}
K_{j} & =\left\{\theta \in \Omega: \psi(\theta) \leq \eta^{-1}\left[B+\log \kappa_{j}^{-1}+\frac{2 C}{\kappa^{o}}\right]\right\} \\
& \subseteq\left\{\theta \in \Omega: \psi(\theta) \leq \eta^{-1}\left[B+\log \epsilon_{j}^{-1}+\frac{2 C}{\kappa^{o}}\right]\right\} . \tag{31}
\end{align*}
$$

Observe that $r_{\epsilon}(w)=r_{0}(w)$ if $w \geq \epsilon$. So, by the second part of Lemma 5 , Lemma 6, and the law of the iterated logarithm,

$$
\begin{gathered}
\frac{1}{N} l_{\alpha, m, n}^{*}\left(\hat{w}_{N}, \hat{\theta}_{N}\right)=\kappa^{o}\left\{r_{0}\left(\hat{w}_{N}\right)+s\left(\hat{\theta}_{N}\right)-\log \hat{\kappa}_{N}-\frac{\alpha}{\hat{\kappa}_{N}}\right\}+O\left(\frac{\log ^{2} n}{\sqrt{n}}\right), \\
\frac{1}{N} l_{\alpha, m, n}^{*}\left(w^{o} \vee \epsilon_{n}, \theta^{o}\right) \geq \kappa^{o}\left\{r_{0}\left(w^{o}\right)+s\left(\theta^{o}\right)-\log \kappa^{o}-\frac{\alpha}{\kappa^{o}}\right\}+O\left(\frac{\log ^{2} n}{\sqrt{n}}\right),
\end{gathered}
$$

w.p.1. as $N \rightarrow \infty$. Since $l_{\alpha, m, n}^{*}\left(\hat{w}_{N}, \hat{\theta}_{N}\right) \geq l_{\alpha, m, n}^{*}\left(w^{o} \vee \epsilon_{n}, \theta^{o}\right)-\delta_{N}$ and

$$
r_{0}\left(\hat{w}_{N}\right)+s\left(\hat{\theta}_{N}\right)-\log \hat{\kappa}_{N} \leq r_{0}\left(w^{o}\right)+s\left(\theta^{o}\right)-\log \kappa^{o}
$$

by the information inequality, as before, it follows from (29) that

$$
\frac{\alpha}{\kappa^{o}}-\frac{\alpha}{\hat{\kappa}_{N}} \geq-\frac{\delta_{N}}{N}+O\left(\frac{\log ^{2} n}{\sqrt{n}}\right)=O\left(\frac{\log ^{2} n}{\sqrt{n}}\right), \quad \text { w.p.1. }
$$

and, therefore, that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \hat{\kappa}_{N} \geq \kappa^{o}, \quad \text { w.p.1. } \tag{32}
\end{equation*}
$$

in view of the assumptions on $\alpha$. It then follows easily from (31) and Lemma 4 that $\left(\hat{w}_{N}, \hat{\theta}_{N}\right), N \geq 1$, is relatively compact.

Letting $(\hat{w}, \hat{\theta})$ denote any limit point of $\left(\hat{w}_{N}, \hat{\theta}_{N}\right), N \geq 1$, and arguing as in the proof of Theorem 1, we find that

$$
\kappa^{o} \int_{\mathcal{Y}} \log \left(\frac{\hat{f}^{*}}{f^{*}}\right) f^{*} d \Lambda+\gamma \kappa^{o} \int_{\mathcal{Y}} \log \left(\frac{\hat{f}}{f}\right) f d \Lambda \geq 0
$$

and hence by Jensen's inequality,

$$
\hat{\theta}=\theta^{o}, \quad \text { and } \quad \frac{\hat{w}}{\hat{\kappa}}=\frac{w^{o}}{\kappa^{o}}, \quad \text { a.e. }(\Lambda) .
$$

Clearly, $\hat{\kappa} \geq \kappa^{o}$ by (32); and $\hat{\kappa} \leq \kappa^{o}$ by the above equation, since $\hat{w}(\infty) \leq 1$ and $w^{o}(\infty)=1$. That is, $\hat{\kappa}=\kappa^{o}, \hat{w}=w^{o}$, and $\hat{\theta}=\theta^{o}$. The theorem follows.

## 7. Concluding Remarks

Two important questions were left unanswered, asymptotic distributions of the estimators and the choice of the smoothing parameter $\alpha_{n}$. These are related. Some possible approaches are described below.

Asymptotic Distributions. If $\theta$ were known, then the asymptotic distribution of $\hat{w}_{n}$ could be determined. For example, if $\theta$ is known, the distribution $F_{\theta}$ of $f_{\theta}$ is continuous, and $X \sim F_{\theta}^{*}$, then $Z=1-F_{\theta}(X)$ has density

$$
g(z)=\frac{w\left[F^{-1}(1-z)\right]}{\kappa(w, \theta)}
$$

and the problem becomes one of estimating a non-increasing density. This problem may be solved by using strong approximation, as in Groeneboom (1985), and $n^{1 / 3}\left[\hat{g}_{n}(z)-g(z)\right]$ has a (fairly complicated) limiting distribution, if $g$ is sufficiently smooth near $z$. (See Woodroofe and Sun (1993) for details.) It seems reasonable to conjecture that similar results may be obtained for the unknown $\theta$ case
provided that there is enough good data; and examination of the proofs suggests that "enough" means that $n / m^{3 / 2} \rightarrow 0$. Return to the case of known $\theta$ and continuous $F_{\theta}$; and let $l_{n}(w, \theta)$ denote the log-likelihood function of $Z_{1}, \ldots, Z_{n} \sim g$. It may be shown that

$$
\begin{equation*}
\sup _{w \in \mathcal{W}}\left[l_{n}(w, \theta)-l_{n}(1, \theta)\right]=O_{p}(\log n) \tag{33}
\end{equation*}
$$

even without smoothing, by using results of Groeneboom and Pyke (1983) and equations like

$$
\int_{0}^{\infty} \log \tilde{f}_{n} d F_{n}=\int_{0}^{\infty} \log \tilde{f}_{n} d \tilde{F}_{n}
$$

of Woodroofe and Sun (1993), p510. Here $\tilde{f}_{n}, \tilde{F}_{n}$ are the nonparametric maximum likelihood estimates of the density and distribution under the monotone constraint and $F_{n}$ is the empirical distribution function. Moreover, if an appropriate smoothing parameter is included in the log-likelihood, then an asymptotic distribution may be obtained for the left side of (33). Results like this could be used to construct likelihood ratio tests for the presence of a bias.

The Choice of $\alpha_{n}$. The choice of $\alpha_{n}$ presents a thorny question when $N$ is unknown. If $\alpha_{n}$ is too small, then $\hat{\kappa}$ has a negative bias and is highly variable, due largely to some very small values; and too large values of $\alpha_{n}$ lead to a substantial positive bias in $\hat{\kappa}$ and a flat $\hat{w}$. For estimating a non-increasing density, Sun and Woodroofe (1996) used the asymptotic distributions to show that the asymptotically optimal choice of $\alpha_{n}$ is of the form $c n^{-2 / 3}$, and they proposed some adaptive estimators of $c$. It is not clear that their conditions are satisfied in the present context, however, even if $\theta$ is known or $m$ is large (so that $\theta$ may be estimated accurately). Some rough knowledge of $\kappa$ may be necessary to choose $c$ intelligently.

Knowledge of $\kappa$ was used in the simulation studies reported in Section 4 in that $\alpha_{n}$ was chosen to make $\hat{\kappa}$ have a small bias.

An approach which does not require exact knowledge of $\kappa$ is to use a jackknife (on $\kappa$ ) and/or least squares cross validation (on $f^{*}$ and $g$ ). For example, if $\alpha_{n}=c n^{-0.5}$, then $c$ might be chosen to minimize an expression like

$$
\frac{1}{\hat{\kappa}_{c}\left(1-\hat{\kappa}_{c}\right)}\left\{\frac{n-1}{n} \sum\left(\hat{\kappa}_{-i, c}-\hat{\kappa}_{\cdot, c}\right)^{2}+(n-1)^{2}\left(\hat{\kappa}_{c}-\hat{\kappa}_{\cdot, c}\right)^{2}\right\}
$$

where the subscript " $-i$ " means that the $i$ th data point has been omitted and the subscript "." denotes an average of $*_{-i}$ 's, and rough knowledge of $\kappa$ might be used to restrict the range of the search for $c$. The authors have conducted simulation studies of this alternative (not reported in detail here) for the Poisson and normal examples. It works in about $90 \%$ of the cases, and the results from
the cross validation usually have smaller variance than those from the jackknife. A general warning for cross validation/jackknife is that specifying the range of the search is important. (See, for example, Silverman (1986), p48ff.) Here, we searched $c$ over $(0.01,0.05)$ for $\kappa \leq 0.5$ and over $(0.06,0.3)$ for $\kappa>0.5$. The estimated $c$ depends on the data (no longer a fixed value as in Tables 3 and 4). The distribution of the corresponding $\hat{\kappa}$ became unimodal for all cases we considered (cf. the remark at the end of Section 4).

Rough knowledge about the shape of $w$ may also be useful for the choice of $\alpha_{n}$. To see how, observe the following two artifacts of the estimators: it is always the case that $\hat{w}_{n}\left(x_{n}\right)=1$ even if $\hat{w}_{n}\left(x_{n-1}\right)$ is small; and it is often the case that $\hat{w}$ is flat if $\alpha_{n}$ is too large. If either of these features seems too pronounced, then the choice of $\alpha_{n}$ may be too large or too small. For example, for the moose data in Table 1 , the choice $n \alpha_{n}=.4$ leads to an estimator for which $\hat{w}_{n}(6)=1$, but $\hat{w}_{n}(5)=.5111$; and the choice $n \alpha_{n}=.8$ leads to $\hat{w}_{n}(2) \approx \hat{w}_{n}(6)$. Both of these conclusions seem questionable. Thus, it may be useful to examine the estimators for several values of $n \alpha_{n}$. This approach has been advocated by Silverman (1986) in a related context.
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## A. Appendix: An Optimization Theorem

Let $r>r_{0}$ be two non-negative integers; and let $\Xi=\left\{\xi \in \mathbb{R}^{r}:-\infty<\xi_{1} \leq\right.$ $\left.\cdots \leq \xi_{r}<\infty\right\}$. Next let $g$ be a concave function on $\Xi$ with partial derivatives:

$$
\begin{equation*}
\frac{\partial g}{\partial \xi_{k}}=z_{k}-c p_{k} w_{k} \quad \text { for all } k=1, \ldots, r \tag{A.1}
\end{equation*}
$$

where $c>0, p_{1}, \ldots, p_{r} \geq 0$ and $z_{1}, \ldots, z_{r}$ are known constants, $w_{k}=h\left(\xi_{k}\right)$ and $h$ is a known strictly increasing function. Finally let $h^{-1}$ denote the inverse function of $h$ and let

$$
\begin{equation*}
\tilde{w}_{k}=\max _{i \leq k} \min _{k \leq j \leq r-r_{0}} \frac{z_{i}+\cdots+z_{j}}{p_{i}+\ldots+p_{j}}, \quad \text { for all } k=1, \ldots, r-r_{0} \tag{A.2}
\end{equation*}
$$

Then $g$ is maximized on $\Xi$ by $\tilde{\xi}$ where $\tilde{\xi}_{k}=h^{-1}\left(\tilde{w}_{k}\right)$ for $k=1, \ldots, r$, where $r_{0}=0$. (See, for example, Theorem 1.4.4 of Robertson, Wright, and Dykstra (1988) (RWD thereafter).) We have the following extension theorem.

Theorem 3. With the notations above, $g$ is maximized in

$$
\Xi_{a, b}=\left\{\xi \in \Xi: a \leq \xi_{1} \leq \cdots \leq \xi_{r-r_{0}+1}=\cdots=\xi_{r}=b\right\}
$$

by $\hat{\xi}$, where $\hat{\xi}_{r-r_{0}+1}=\hat{\xi}_{r}=b$ and $\hat{\xi}_{k}=h^{-1}\left(\hat{w}_{k}(c)\right)$ for $k=1, \ldots, r-r_{0}$, with

$$
\begin{equation*}
\hat{w}_{k}(c)=\max \left\{h(a), \min \left[\frac{\tilde{w}_{k}}{c}, h(b)\right]\right\} \tag{A.3}
\end{equation*}
$$

and $\tilde{w}_{k}$ in (A.2).
Moreover, if $c=H(w)$ in (A.1) and the equation $c=H(\hat{w}(c))$ has a positive solution, say $c=\hat{c}$, then $g$ is maximized by $\hat{\xi}$ where

$$
\begin{equation*}
\hat{\xi}_{k}=h^{-1}\left(\hat{w}_{k}(\hat{c})\right) \text { for } k=1, \ldots, r-r_{0}, \quad \text { and } \quad \hat{\xi}_{r-r_{0}+1}=\hat{\xi}_{r}=b \tag{A.4}
\end{equation*}
$$

with $\hat{w}_{k}(c)$ defined in (A.3).
Proof. We prove the more general result (A.4) directly and shall write $\hat{w}$ for $\hat{w}(\hat{c})$. As $g$ is concave in $\xi$ on $\Xi_{a, b}$, a necessary and sufficient condition for $\hat{\xi} \in \Xi_{a, b}$ to maximize $g$ is that

$$
\begin{equation*}
\sum_{k=1}^{r-r_{0}}\left[z_{k}-H(\hat{w}) p_{k} \hat{w}_{k}\right]\left(\xi_{k}-\hat{\xi}_{k}\right) \leq 0, \quad \text { for all } \xi \in \Xi_{a, b} \tag{A.5}
\end{equation*}
$$

By Theorems 1.3.2 and 1.3.6 of RWD, for $\tilde{w}$ defined in (A.2) and any real valued function $\Psi$

$$
\begin{equation*}
\sum_{k=1}^{r-r_{0}}\left[z_{k}-p_{k} \tilde{w}_{k}\right]\left(\xi_{k}-\Psi\left(\tilde{w}_{k}\right)\right) \leq 0, \quad \text { for all }-\infty<\xi_{1} \leq \cdots \leq \xi_{r-r_{0}}<\infty \tag{A.6}
\end{equation*}
$$

Besides, if $J$ is any set of the form $J=\left\{k: \tilde{w}_{k}=u\right\}$ for some $u \in \mathbb{R}$, then

$$
\begin{equation*}
\sum_{k \in J} p_{k} \tilde{w}_{k}=\sum_{k \in J} z_{k} \tag{A.7}
\end{equation*}
$$

(See, for example, Theorem 1.3.5 of RWD). Of course, (A.7) then holds for any $J$ of the form $J=\left\{k: d_{1} \leq \tilde{w}_{k} \leq d_{2}\right\}$ for $d_{1}, d_{2} \in \mathbb{R}$.

It is shown next that the necessary and sufficient condition (A.5) is satisfied with the choice of $\hat{w}_{k}, k=1, \ldots, r$, given in (A.4). Fix a $\xi \in \Xi_{a, b}$ and $c=\hat{c}=$ $H(\hat{w})$ throughout the verification. Three cases are considered below.

Case (i). If $h(a) \leq \tilde{w}_{1} / c \leq \tilde{w}_{r-r_{0}} / c \leq h(b)$, then $\hat{w}_{k}=\tilde{w}_{k} / c$ or $\hat{\xi}_{k}=$ $h^{-1}\left(\tilde{w}_{k} / c\right)$ for $k=1, \ldots, r-r_{0}$. So, the necessary and sufficient condition (A.5) follows easily from (A.6) with $\Psi(x)=h^{-1}(x / c)$.

Case (ii). Suppose that there are two integers $1<t<s \leq r-r_{0}$ for which

$$
\tilde{w}_{t-1}<h(a) c, \quad \tilde{w}_{t} \geq h(a) c \quad \text { and } \quad \tilde{w}_{s-1} \leq h(b) c, \quad \tilde{w}_{s}>h(b) c .
$$

In this case there are three groups of $\hat{w}_{k}: \hat{w}_{k}=h(a)$ for $k=1, \ldots, t-1, \hat{w}_{k}=\tilde{w}_{k} / c$ for $k=t, \ldots, s-1$, and $\hat{w}_{k}=h(b)$ for $k=s, \ldots, r$. By (A.7),

$$
\sum_{k=1}^{t-1} p_{k} h(a) c \geq \sum_{k=1}^{t-1} p_{k} \tilde{w}_{k}=\sum_{k=1}^{t-1} z_{k}
$$

and hence

$$
\begin{aligned}
& \sum_{k=1}^{t-1}\left(z_{k}-c p_{k} \hat{w}_{k}\right)\left(\xi_{k}-\hat{\xi}_{k}\right)=\sum_{k=1}^{t-1}\left(z_{k}-p_{k} h(a) c\right)\left(\xi_{k}-a\right) \\
\leq & \sum_{k=1}^{t-1}\left(z_{k}-p_{k} \tilde{w}_{k}\right)\left(\xi_{k}-a\right)=\sum_{k=1}^{t-1}\left(z_{k}-p_{k} \tilde{w}_{k}\right) \xi_{k} \leq 0
\end{aligned}
$$

where the first inequality follows from $\xi_{k} \geq a$ and $\tilde{w}_{k}<h(a) c$ for $k=1, \ldots, t-1$; the second equality follows from (A.7). The second inequality follows from (A.6) with $\xi$ in (A.6) replaced by $\left(\xi_{1}+\Psi\left(\tilde{w}_{1}\right), \ldots, \xi_{t-1}+\Psi\left(\tilde{w}_{t-1}\right), \Psi\left(\tilde{w}_{t}\right), \ldots, \Psi\left(\tilde{w}_{r-r_{0}}\right)\right)$, where $\Psi$ is any nondecreasing function for which $\xi_{t-1}+\Psi\left(\tilde{w}_{t-1}\right) \leq \Psi\left(\tilde{w}_{t}\right)$. Next,

$$
\sum_{k=t}^{s-1}\left(z_{k}-c p_{k} \hat{w}_{k}\right)\left(\xi_{k}-\hat{\xi}_{k}\right)=\sum_{k=t}^{s-1}\left(z_{k}-p_{k} \tilde{w}_{k}\right)\left(\xi_{k}-h^{-1}\left(\tilde{w}_{k} / c\right)\right) \leq 0
$$

where the inequality follows from (A.6) with $\xi$ in (A.6) replaced by ( $\Psi\left(\tilde{w}_{1}\right)$, $\left.\ldots, \Psi\left(\tilde{w}_{t-1}\right), \xi_{t}, \ldots, \xi_{s-1}, \Psi\left(\tilde{w}_{s}\right), \ldots, \Psi\left(\tilde{w}_{r-r_{0}}\right)\right)$ and with $\Psi(x)=h^{-1}(x / c)$. For the last segment, note that

$$
\begin{aligned}
& \sum_{k=s}^{r-r_{0}}\left(z_{k}-c p_{k} \hat{w}_{k}\right)\left(\xi_{k}-\hat{\xi}_{k}\right)=\sum_{k=s}^{r-r_{0}}\left(z_{k}-p_{k} h(b) c\right)\left(\xi_{k}-b\right) \\
= & \left(\xi_{r-r_{0}}-b\right) \sum_{k=s}^{r-r_{0}}\left(z_{k}-p_{k} h(b) c\right)-\sum_{j=s+1}^{r-r_{0}}\left(\xi_{j}-\xi_{j-1}\right) \sum_{k=s}^{j-1}\left(z_{k}-p_{k} h(b) c\right),
\end{aligned}
$$

by summation by parts. On the other hand,

$$
h(b) c<\tilde{w}_{s}=\max _{i \leq s} \min _{s \leq j \leq r-r_{0}} \frac{z_{i}+\cdots+z_{j}}{p_{i}+\cdots+p_{j}}=\min _{s \leq j \leq r-r_{0}} \frac{z_{i}+\cdots+z_{j}}{p_{i}+\cdots+p_{j}}
$$

since $x_{s}$ is a jump point of $\tilde{w}$. So,

$$
\sum_{k=s}^{t} z_{k} \geq h(b) c \sum_{k=s}^{t} p_{k}, \quad \text { for all } t=s, \ldots, r-r_{0}
$$

That

$$
\sum_{k=s}^{r-r_{0}}\left(z_{k}-c p_{k} \hat{w}_{k}\right)\left(\xi_{k}-\hat{\xi}_{k}\right) \leq 0, \quad \text { for all } \xi \in \Xi_{a, b}
$$

follows immediately, and (A.4) is an easy consequence from summing the three segments.

Case (iii). When there are only two of the three groups of $\hat{w}_{k}$, (A.4) can be checked similarly as in Case (ii). The theorem follows.

Applications to $l$ and $l_{\alpha}^{*}$. Let $z_{k}=n_{k} / n, h(x)=e^{x}$ and $\beta(w)=\sum_{i=0}^{r} w_{i} p_{i}$. When $N$ is known, let $g=l, r_{0}=0, a=-\infty$ and $c=H(w)=(N-n) /[n(1-$ $\beta(w))]$. When $N$ is unknown, take $g=l_{\alpha}^{*}, r_{0}=1, \epsilon=h(a) \geq \alpha>0$ and $c=H(w)=[\beta(w)-\alpha] / \beta^{2}(w)$. Then $\hat{w}$ in (5) and (11) are the (penalized) maximum likelihood estimator of $w$ given $\theta$, by Theorem 3 .
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