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Supplementary Material

This is a supplement to the paper "Varying-Coefficient Panel Data Model with Interactive Fixed Effects", in which it contains the numerical studies, proofs of Theorems 1-6 and Corollary 1, and Lemmas 1-7 and their proofs. In addition, we introduce the estimation procedure for a special model, namely, varying-coefficient panel-data model with additive fixed effects.

## S1 Appendix A: Numerical studies

In Appendix A, some simulation examples and a real data are analyzed to augment the derived theoretical results in the main context.

## S1.1 Choice of smoothing parameters

We develop a data-driven procedure to choose the smoothing parameters $L_{k}$, for $k=1, \ldots, p$, where $L_{k}$ control the smoothness of $\beta_{k}(u)$. In practice, various smoothing methods can be applied to select the smoothing parameters, such as the cross validation (CV), the generalized cross validation (GCV), or the Bayesian information criterion (BIC). Following Huang et al. (2002), we propose a modified "leave-one-subject-out" CV to automatically select the smoothing parameters $L_{k}$ by minimizing the following CV score:

$$
\begin{equation*}
\mathrm{CV}=\sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}^{(-i)}\right)^{\tau} M_{\hat{\boldsymbol{F}}^{(-i)}}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}^{(-i)}\right) \tag{A.1}
\end{equation*}
$$

where $\hat{\boldsymbol{\gamma}}^{(-i)}$ and $\hat{\boldsymbol{F}}^{(-i)}$ are the estimators defined by solving the nonlinear equations (2.7) and (2.8) from data with the $i$ th subject deleted. In fact, the CV score in (A.1) can also be viewed as a weighted estimate of the true prediction error. The performance of the modified "leave-one-subject-out" CV procedure will be evaluated in the next section.

To determine the number $r$ of the factors, we adopt BIC in Li et al. (2016):

$$
\begin{equation*}
\operatorname{BIC}(r)=\ln \left(V\left(r, \dot{\gamma}_{r}\right)\right)+r \frac{(N+T) \sum_{k=1}^{p} L_{k}}{N T} \ln \left(\frac{N T}{N+T}\right), \tag{A.2}
\end{equation*}
$$

where $\dot{\gamma}_{r}$ is the estimator of $\boldsymbol{\gamma}$, and $V\left(r, \dot{\boldsymbol{\gamma}}_{r}\right)$ is defined as

$$
\begin{equation*}
V\left(r, \dot{\gamma}_{r}\right)=\frac{1}{N T} \sum_{\varrho=r+1}^{T} \mu_{\varrho}\left(\sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \dot{\gamma}_{r}\right)\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \dot{\gamma}_{r}\right)^{\tau}\right) \tag{A.3}
\end{equation*}
$$

In (A.3), $\mu_{\varrho}(A)$ denotes the $\varrho$-th largest eigenvalue of a symmetric matrix $A$ by counting multiple eigenvalues multiple times. We set $r_{\max }=8$, and
choose the number $r$ of the factors by minimizing the objective function $\mathrm{BIC}(r)$ in (A.2), that is, $\hat{r}=\arg \min _{0 \leq r \leq r_{\text {max }}} \mathrm{BIC}(r)$.

## S1.2 Simulation studies

In this section, we conduct simulation studies to assess the finite sample performance of our proposed methods.

Example 1 (Varying-coefficient model). In this example, we generate data from the following model:

$$
\begin{equation*}
Y_{i t}=X_{i t, 1} \beta_{1}\left(U_{i t}\right)+X_{i t, 2} \beta_{2}\left(U_{i t}\right)+\lambda_{i}^{\tau} F_{t}+\varepsilon_{i t}, \tag{A.4}
\end{equation*}
$$

where $\lambda_{i}=\left(\lambda_{i 1}, \lambda_{i 2}\right)^{\tau}, F_{t}=\left(F_{t 1}, F_{t 2}\right)^{\tau}, \beta_{1}(u)=2-5 u+5 u^{2}, \beta_{2}(u)=$ $\sin (u \pi), U_{i t}=\omega_{i t}+\omega_{i, t-1}$, and $\omega_{i t}$ are i.i.d. random errors from the uniform distribution on $[0,1 / 2]$. As the regressors $X_{i t, 1}$ and $X_{i t, 2}$ are correlated with $\lambda_{i}, F_{t}$, and their product $\lambda_{i}^{\tau} F_{t}$, we generate them according to
$X_{i t, 1}=1+\lambda_{i}^{\tau} F_{t}+\iota^{\tau} \lambda_{i}+\iota^{\tau} F_{t}+\eta_{i t, 1}, \quad X_{i t, 2}=1+\lambda_{i}^{\tau} F_{t}+\iota^{\tau} \lambda_{i}+\iota^{\tau} F_{t}+\eta_{i t, 2}$,
where $\iota=(1,1)^{\tau}$, the effects $\lambda_{i j}, F_{t j}, j=1,2, \eta_{i t, 1}$ and $\eta_{i t, 2}$ are all independently from $N(0,1)$. Lastly, the regression error $\varepsilon_{i t}$ are generated i.i.d. from $N(0,4)$.

As a standard measure of the estimation accuracy, the performance of the estimator $\hat{\boldsymbol{\beta}}(\cdot)$ will be assessed by the integrated squared error (ISE):

$$
\operatorname{ISE}\left(\hat{\beta}_{k}\right)=\int\left\{\hat{\beta}_{k}(u)-\beta_{k}(u)\right\}^{2} f(u) \mathrm{d} u, \quad k=1,2
$$

We further approximate the ISE by the average mean squared error (AMSE):

$$
\begin{equation*}
\operatorname{AMSE}\left(\hat{\beta}_{k}\right)=\frac{1}{N T} \sum_{i=1}^{N} \sum_{t=1}^{T}\left[\hat{\beta}_{k}\left(U_{i t}\right)-\beta_{k}\left(U_{i t}\right)\right]^{2}, \quad k=1,2 . \tag{A.5}
\end{equation*}
$$

Throughout the simulations, we use the cubic B-splines as the basis functions. Thus $L_{k}=l_{k}+m+1$, where $l_{k}$ is the number of interior knots and $m=3$ is the degree of the spline. For simplicity, we use the equally spaced knots for all numerical studies. To implement the estimation procedure, we select $L_{k}$ by minimizing the modified "leave-one-subject-out" CV score in (A.1), and determine the number $r$ of the factors using the BIC-type criterion (A.2).

For comparison, we compute the AMSEs in (A.5) by three estimation procedures, and report their numerical results in Table 1 based on 1000 repetitions. The column with label "IE" denotes the infeasible estimators, which are obtained by assuming observable $F_{t}$. The column with label "IFE" denotes the interactive fixed effects estimators obtained by our proposed procedure in Section 2. Finally, the column with label "LSDVE" denotes the least squares dummy variable estimators, which are obtained under the false assumption with additive fixed effects in model (A.4) by applying the least squares dummy variable method (see Section S4 for details).

Table 1: Finite sample performance of the estimators for model (A.4).

| $N$ |  | IE |  | IFE |  | LSDVE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ |
| 100 | 15 | 0.0091 | 0.0092 | 0.0102 | 0.0103 | 0.0947 | 0.0918 |
| 100 | 30 | 0.0045 | 0.0044 | 0.0047 | 0.0048 | 0.0878 | 0.0909 |
| 100 | 60 | 0.0021 | 0.0020 | 0.0022 | 0.0022 | 0.0844 | 0.0829 |
| 100 | 100 | 0.0012 | 0.0012 | 0.0013 | 0.0013 | 0.0830 | 0.0822 |
| 60 | 100 | 0.0020 | 0.0020 | 0.0021 | 0.0022 | 0.0848 | 0.0838 |
| 30 | 100 | 0.0043 | 0.0042 | 0.0047 | 0.0048 | 0.0864 | 0.0873 |
| 15 | 100 | 0.0082 | 0.0083 | 0.0102 | 0.0102 | 0.0946 | 0.0910 |

From Table 1, we note that both the infeasible estimators and the interactive fixed effects estimators are consistent, and the results of the latter are gradually closer to those of the former as both $N$ and $T$ increase. However, the least squares dummy variable estimators of the coefficient functions are biased and inconsistent. One possible reason is that the interactive fixed effects are correlated with the regressors and cannot be removed by the least squares dummy variable method. In addition, AMSEs decrease significantly as both $N$ and $T$ increase for the infeasible estimators and the interactive fixed effects estimators.


Figure 1: Simulation results for model (A.4) when $N=100, T=60$. In each plot, the solid curves are for the true coefficient functions, the dash-dotted curves are for the interactive fixed effects estimators (IFE), the dashed curves are for the infeasible estimators (IE), the dotted curves are for the least squares dummy variable estimators (LSDVE).

Figure 1 presents the estimated curves of $\beta_{1}(\cdot)$ and $\beta_{2}(\cdot)$ from a typical sample, in which the typical sample is selected such that its AMSE is equal to the median of the 1000 replications. It is also found that the infeasible estimators and the interactive fixed effects estimators are close to the true coefficient functions, whereas the least squares dummy variable estimators are biased.

To construct the $95 \%$ pointwise confidence intervals for $\beta_{1}(\cdot)$ and $\beta_{2}(\cdot)$ using the residual-based block bootstrap procedure in Section 4, we generate 1000 bootstrap samples based on the typical sample, and we choose the block length $l$ by the criterion $l=T^{1 / 3}$. The $95 \%$ bootstrap pointwise confidence intervals of $\beta_{1}(\cdot)$ and $\beta_{2}(\cdot)$ are given in Figure 2. Overall, the proposed residual-based block bootstrap procedure works quite well.


Figure 2: $95 \%$ pointwise confidence intervals for $\boldsymbol{\beta}(\cdot)$ when $N=100, T=$ 60. In each plot, the solid curves are for the true coefficient functions, the dashed curves are for the interactive fixed effects estimators, the dash-dotted curves are for the $95 \%$ pointwise confidence intervals based on bootstrap procedure.

Our next study is to investigate the performance of our proposed methods when the fixed effects are additive. Letting $\lambda_{i}=\left(\mu_{i}, 1\right)^{\tau}$ and $F_{t}=$ $\left(1, \xi_{t}\right)^{\tau}$, we have $\lambda_{i}^{\tau} F_{t}=\mu_{i}+\xi_{t}$. We then consider the following varyingcoefficient panel-data model with additive fixed effects:

$$
\begin{equation*}
Y_{i t}=X_{i t, 1} \beta_{1}\left(U_{i t}\right)+X_{i t, 2} \beta_{2}\left(U_{i t}\right)+\mu_{i}+\xi_{t}+\varepsilon_{i t} \tag{A.6}
\end{equation*}
$$

where $\beta_{1}(u), \beta_{2}(u), U_{i t}$, and $\varepsilon_{i t}$ are the same as those in model (A.4). The regressors $X_{i t, 1}$ and $X_{i t, 2}$ are generated according to $X_{i t, 1}=3+2 \mu_{i}+2 \xi_{t}+\eta_{i t, 1}$ and $X_{i t, 2}=3+2 \mu_{i}+2 \xi_{t}+\eta_{i t, 2}$, where $\eta_{i t, j} \sim N(0,1), j=1,2$, and the
fixed effects are generated by

$$
\begin{aligned}
\mu_{i} & \sim N(0,1), \quad i=2, \ldots, N \quad \text { and } \quad \mu_{1}=-\sum_{i=2}^{N} \mu_{i} \\
\xi_{t} & \sim N(0,1), \quad t=2, \ldots, T \quad \text { and } \quad \xi_{1}=-\sum_{t=2}^{T} \xi_{t}
\end{aligned}
$$

With 1000 repetitions, we report the simulation results in Table 2, Figure 3 and Figure 4, respectively. To be specific, Table 2 presents the finite sample performance of the estimators for model (A.6) with additive fixed effects, Figure 3 displays the estimated curves of the three estimators for the coefficient functions, and Figure 4 displays the $95 \%$ bootstrap pointwise confidence intervals for $\beta_{1}(\cdot)$ and $\beta_{2}(\cdot)$ when $N=100$ and $T=60$.

Table 2: Finite sample performance of the estimators for model (A.6) with additive fixed effects.

|  |  | IE |  | IFE |  | LSDVE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ |
| 100 | 15 | 0.0102 | 0.0102 | 0.0267 | 0.0260 | 0.0083 | 0.0083 |
| 100 | 30 | 0.0048 | 0.0048 | 0.0224 | 0.0216 | 0.0040 | 0.0040 |
| 100 | 60 | 0.0022 | 0.0023 | 0.0192 | 0.0198 | 0.0020 | 0.0019 |
| 100 | 100 | 0.0013 | 0.0013 | 0.0171 | 0.0176 | 0.0011 | 0.0011 |
| 60 | 100 | 0.0022 | 0.0022 | 0.0214 | 0.0226 | 0.0019 | 0.0019 |
| 30 | 100 | 0.0046 | 0.0045 | 0.0271 | 0.0281 | 0.0040 | 0.0040 |
| 15 | 100 | 0.0089 | 0.0090 | 0.0340 | 0.0343 | 0.0083 | 0.0083 |

Table 2 and Figure 3 show that the infeasible estimators, the interactive fixed effects estimators, and the least squares dummy variable estimators are all consistent. Our proposed interactive fixed effects estimators remain valid even for the varying-coefficient panel-data model with additive fixed effects. However, they are less efficient than the least squares dummy variable estimators. Finally, the $95 \%$ bootstrap pointwise confidence intervals


Figure 3: Simulation results for model (A.6) with additive fixed effects when $N=100, T=60$. In each plot, the solid curves are for the true coefficient functions, the dash-dotted curves are for the interactive fixed effects estimators, the dashed curves are for the infeasible estimators, the dotted curves are for the least squares dummy variable estimators.
for the typical estimates of $\beta_{1}(\cdot)$ and $\beta_{2}(\cdot)$ in Figure 4 demonstrate the validity and effectiveness of our proposed methods.


Figure 4: 95\% pointwise confidence intervals for $\boldsymbol{\beta}(\cdot)$ when $N=100, T=$ 60. In each plot, the solid curves are for the true coefficient functions, the dashed curves are for the interactive fixed effects estimators, the dash-dotted curves are for the $95 \%$ pointwise confidence intervals based on bootstrap procedure.

Example 2 (Lagged dependent variables case). In this example, we consider the following varying-coefficient panel-data model with lagged de-
pendent variables as follows:

$$
\begin{equation*}
Y_{i t}=Y_{i, t-1} \alpha\left(U_{i t}\right)+X_{i t, 1} \beta_{1}\left(U_{i t}\right)+X_{i t, 2} \beta_{2}\left(U_{i t}\right)+\lambda_{i}^{\tau} F_{t}+\varepsilon_{i t}, \tag{A.7}
\end{equation*}
$$

where $i=1, \ldots, N, t=2, \ldots, T, \alpha(u)=\cos (u \pi), X_{i t, 1}, X_{i t, 2}, U_{i t}, \lambda_{i}$, and $F_{t}$ are generated as in model (A.4). Table 3 presents the results for model (A.7), and the estimated results show that the proposed method works well even for model (A.7) with lagged dependent variables.

Table 3: Finite sample performance of the estimators for model (A.7).

|  |  | IE |  |  | IFE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\operatorname{AMSE}(\hat{\alpha})$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ | $\operatorname{AMSE}(\hat{\alpha})$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ |
| 100 | 15 | 0.0114 | 0.0109 | 0.0105 | 0.0124 | 0.0117 | 0.0118 |
| 100 | 30 | 0.0073 | 0.0068 | 0.0069 | 0.0082 | 0.0078 | 0.0075 |
| 100 | 60 | 0.0039 | 0.0035 | 0.0033 | 0.0041 | 0.0041 | 0.0039 |
| 100 | 100 | 0.0022 | 0.0023 | 0.0024 | 0.0026 | 0.0027 | 0.0025 |
| 60 | 100 | 0.0038 | 0.0036 | 0.0032 | 0.0040 | 0.0043 | 0.0038 |
| 30 | 100 | 0.0071 | 0.0072 | 0.0067 | 0.0084 | 0.0078 | 0.0078 |
| 15 | 100 | 0.0112 | 0.0108 | 0.0106 | 0.0125 | 0.0116 | 0.0115 |

Example 3 (Partially linear varying-coefficient model). In this example, we generate data from the following model:

$$
\begin{equation*}
Y_{i t}=X_{i t, 1} \beta_{1}\left(U_{i t}\right)+X_{i t, 2} \beta_{2}+X_{i t, 3} \beta_{3}+\lambda_{i}^{\tau} F_{t}+\varepsilon_{i t}, \tag{A.8}
\end{equation*}
$$

where $\beta_{1}(u)=\sin (u \pi), \beta_{2}=3, \beta_{3}=2.5$ and $X_{i t, 3}=2+\lambda_{i}^{\tau} F_{t}+\iota^{\tau} \lambda_{i}+\iota^{\tau} F_{t}+$ $\eta_{i t, 3}$ with $\eta_{i t, 3} \sim N(0,1)$. The regression error $\varepsilon_{i t}$ is generated as $\operatorname{AR}(1)$ for each fixed $i$ such that $\varepsilon_{i t}=0.7 \varepsilon_{i, t-1}+\epsilon_{i t}$, where $\epsilon_{i t}$ is i.i.d. $N(0,1)$. Further, we use the other settings in model (A.4). The summary of simulation results is reported in Table 4.

Table 4 indicates that, although there is serial correlation in the error terms, the interactive fixed effects estimators are gradually closer to the

Table 4: Finite sample performance of the estimators for model (A.8).

|  | IE |  |  |  |  | IFE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N \quad T$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{Mean}\left(\hat{\beta}_{2}\right)$ | $\mathrm{SD}\left(\hat{\beta}_{2}\right)$ | $\operatorname{Mean}\left(\hat{\beta}_{3}\right)$ | $\mathrm{SD}\left(\hat{\beta}_{3}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{Mean}\left(\hat{\beta}_{2}\right)$ | $\mathrm{SD}\left(\hat{\beta}_{2}\right)$ | $\operatorname{Mean}\left(\hat{\beta}_{3}\right)$ | $\mathrm{SD}\left(\hat{\beta}_{3}\right)$ |
| 10015 | 0.0109 | 2.9891 | 0.0960 | 2.4872 | 0.0891 | 0.0152 | 3.2104 | 0.1269 | 2.6517 | 0.1174 |
| 10030 | 0.0069 | 3.0096 | 0.0715 | 2.5081 | 0.0712 | 0.0106 | 3.1017 | 0.0922 | 2.5953 | 0.0918 |
| 10060 | 0.0044 | 2.9912 | 0.0482 | 2.5066 | 0.0473 | 0.0058 | 3.0192 | 0.0541 | 2.5153 | 0.0536 |
| 100100 | 0.0028 | 3.0051 | 0.0256 | 2.5039 | 0.0237 | 0.0030 | 3.0079 | 0.0363 | 2.4966 | 0.0344 |
| 60100 | 0.0032 | 3.0068 | 0.0325 | 2.5052 | 0.0331 | 0.0037 | 3.0087 | 0.0391 | 2.5074 | 0.0395 |
| 30100 | 0.0051 | 3.0079 | 0.0433 | 2.5068 | 0.0442 | 0.0060 | 3.0098 | 0.0494 | 2.5091 | 0.0497 |
| 15100 | 0.0092 | 3.0091 | 0.0558 | 2.4917 | 0.0563 | 0.0097 | 3.0112 | 0.0607 | 2.5135 | 0.0618 |

infeasible estimators as both $N$ and $T$ increase. However, for small $T$, the estimators are inconsistent. The simulation results are consistent with the theoretical results.

To demonstrate the power of the test, for model (A.8), we consider the null hypothesis $H_{0}: \beta_{2}(u)=3, \beta_{3}(u)=2.5$, against the alternative hypothesis $H_{1}: \beta_{2}(u)=3+c_{0}\left(2-5 u+5 u^{2}\right), \beta_{3}(u)=2.5+c_{0} \cos (\pi u)$, where $c_{0}$ determines the extent that $\beta_{j}(u)$ varies with $u$. We set $c_{0}=$ $0,0.06,0.12, \ldots, 0.66$. If $c_{0}=0$, the alternative hypothesis becomes the null hypothesis. For sample size $N=100$ and $T=60$, we generate 1000 samples under $H_{1}$, and use 1000 bootstrap replications for the bootstrap procedure in Section 6. Figure 5 reports the estimated power function curves with the significance level $\alpha_{0}=0.05$.

From Figure 5, we have the following results. (1) The size of our test is close to the nominal $5 \%$ when the null hypothesis holds $\left(c_{0}=0\right)$. This demonstrates that the bootstrap estimate of the null distribution is approximately correct. (2) When the alternative hypothesis is true $\left(c_{0}>0\right)$, the power functions increase rapidly as $c_{0}$ increases. These results show that


Figure 5: The simulated power function for sample size $N=100$ and $T=$ 60.
the proposed test statistic performs well.

## S1.3 Application to a real dataset

We apply our proposed methods to a real dataset from the UK Met Office that contains the monthly mean maximum temperatures (in Celsius degrees), the mean minimum temperatures (in Celsius degrees), the days of air frost (in days), the total rainfall (in millimeters), and the total sunshine duration (in hours) from 37 stations. For this dataset, one main goal is to investigate the impact of other factors on the mean maximum temperatures across different stations. Li et al. (2011) analyzed the effect of the total rainfall and the sunshine duration on the mean maximum temperatures. By contrast, we take into account the days of air frost. Data from 21 stations during the period of January 2005 to December 2014 are selected while, as the record values for the other stations missed too much, we drop them from further analysis.

Because there exists the seasonal variation in this dataset, our first step is to remove the seasonality from the observations. We impose the additive decomposition on time series objects and then subtract the seasonal term from the corresponding time series objects. Let $Y_{i t}$ be the seasonally adjusted monthly mean maximum temperatures in the $t$ th month in station $i$, $X_{i t, 1}$ be the seasonally adjusted monthly days of air frost, $X_{i t, 2}$ be the seasonally adjusted monthly total rainfall, and $X_{i t, 3}$ be the seasonally adjusted monthly total sunshine duration. To analyze the dataset, we consider the following varying-coefficient panel-data model with interactive fixed effects:

$$
\begin{equation*}
Y_{i t}=X_{i t, 1} \beta_{1}(t / T)+X_{i t, 2} \beta_{2}(t / T)+X_{i t, 3} \beta_{3}(t / T)+\lambda_{i}^{\tau} F_{t}+\varepsilon_{i t} \tag{A.9}
\end{equation*}
$$

where $1 \leq i \leq 21,1 \leq t \leq 120$, and the multi-factor error structure $\lambda_{i}^{\tau} F_{t}+$ $\varepsilon_{i t}$ is used to control the heterogeneity and to capture the unobservable common effects.

Note that the objectives of the study are to estimate the trend effects of the days of air frost, the monthly total rainfall and the sunshine duration over time. To achieve the goals, we fit model (A.9) using the cubic splines with equally spaced knots, and select the numbers of interior knots for the unknown coefficient functions by minimizing the modified "leave-one-subject-out" CV score in (A.1). Moreover, the number $r$ of the factors is determined according to the BIC-type criterion (A.2). The estimated curves and $95 \%$ bootstrap pointwise confidence intervals of $\beta_{1}(\cdot), \beta_{2}(\cdot)$ and $\beta_{3}(\cdot)$ are plotted in Figure 6 based on the proposed methods.

The estimated trend curve in Figure 6 shows that the estimate of $\beta_{1}(\cdot)$ is almost flat, thus we assume that the effect of $X_{i t, 1}$ is time-invariant and test the constancy of the coefficient function $\beta_{1}(\cdot)$. Based on the proposed


Figure 6: The estimated curves and $95 \%$ pointwise confidence intervals of $\beta_{1}(\cdot), \beta_{2}(\cdot)$ and $\beta_{3}(\cdot)$. In each plot, the solid curves are for the interactive fixed effects estimators, the dashed curves denote the $95 \%$ pointwise confidence intervals.
bootstrap test procedure, we generate 1000 bootstrap samples and obtain the $p$-value of the test is 0.133 at the significance level $5 \%$. This motivates us consider the following partially linear varying-coefficient panel-data model with interactive fixed effects:

$$
\begin{equation*}
Y_{i t}=X_{i t, 1} \beta_{1}+X_{i t, 2} \beta_{2}(t / T)+X_{i t, 3} \beta_{3}(t / T)+\lambda_{i}^{\tau} F_{t}+\varepsilon_{i t}, \tag{A.10}
\end{equation*}
$$

We apply the proposed estimation procedure in Section 5 to model


Figure 7: The estimated curves and $95 \%$ pointwise confidence intervals of $\beta_{2}(\cdot)$ and $\beta_{3}(\cdot)$ in model (A.10). In each plot, the solid curves are for the interactive fixed effects estimators, the dashed curves denote the $95 \%$ pointwise confidence intervals.
(A.10) and obtain that the estimate of $\beta_{1}$ is -0.1915 , which means there is a negative effect of monthly days of air frost on monthly mean maximum temperatures. The estimated curves and $95 \%$ bootstrap pointwise confidence intervals of $\beta_{2}(\cdot)$ and $\beta_{3}(\cdot)$ are given in Figure 7. From Figure 7, we can see that the estimated curves of $\beta_{2}(\cdot)$ and $\beta_{3}(\cdot)$ are all oscillating over time, and the effect of the monthly total sunshine duration is obviously above zero, which shows that the monthly total sunshine duration has an overall positive effect on the monthly mean maximum temperatures.

## S2 Appendix B: Proofs of theorems

We provide the proofs of Theorems 1-6 and Corollary 1 in Appendix B.
For the ease of the presentation, let $C$ denote some positive constants not depending on $N$ and $T$, but which may assume different values at each appearance. In the proof, we use the following properties of B-spline (see de Boor (2001)): (1) $B_{k l}(u) \geq 0$ and $\sum_{l=1}^{L_{k}} B_{k l}(u)=1$, for $u \in \mathcal{U}$ and $k=1, \ldots, p$. (2) There exist constants $0<M_{1}, M_{2}<\infty$, not depending on $L_{k}$, such that

$$
M_{1} L_{k}^{-1} \sum_{l=1}^{L_{k}} \gamma_{k l}^{2} \leq \int_{\mathcal{U}}\left[\sum_{l=1}^{L_{k}} \gamma_{k l} B_{k l}(u)\right]^{2} \mathrm{~d} u \leq M_{2} L_{k}^{-1} \sum_{l=1}^{L_{k}} \gamma_{k l}^{2},
$$

for any sequence $\left\{\gamma_{k l} \in \mathbb{R}: l=1, \ldots, L_{k}\right\}$.
From Assumptions (A1)-(A4) and Corollary 6.21 in Schumaker (1981), there exists a constant $M>0$ such that

$$
\begin{align*}
\beta_{k}(u) & =\sum_{l=1}^{L_{k}} \widetilde{\gamma}_{k l} B_{k l}(u)+\operatorname{Re}_{k}(u), \\
\sup _{u \in \mathcal{U}}\left|R e_{k}(u)\right| & \leq M L_{k}^{-d}, \quad k=1, \ldots, p . \tag{B.1}
\end{align*}
$$

Let $\boldsymbol{e}_{i}=\left(e_{i 1}, \ldots, e_{i T}\right)^{\tau}$ with $e_{i t}=\sum_{k=1}^{p} R e_{k}\left(U_{i t}\right) X_{i t, k}$, and $\widetilde{\boldsymbol{\gamma}}=\left(\widetilde{\gamma}_{1}^{\tau}, \ldots, \widetilde{\gamma}_{p}^{\tau}\right)^{\tau}$ with $\widetilde{\boldsymbol{\gamma}}_{k}=\left(\widetilde{\gamma}_{k 1}, \ldots, \widetilde{\gamma}_{k L_{k}}\right)^{\tau}$. Then $\boldsymbol{Y}_{i}=\boldsymbol{R}_{i} \widetilde{\boldsymbol{\gamma}}+\boldsymbol{F}^{0} \lambda_{i}+\boldsymbol{\varepsilon}_{i}+\boldsymbol{e}_{i}$, for $i=1, \ldots, N$. We use the following facts throughout the paper: $\left\|\boldsymbol{F}^{0}\right\|=O_{P}\left(T^{1 / 2}\right),\left\|\boldsymbol{R}_{i}\right\|=$ $O_{P}\left(T^{1 / 2}\right)$ for all $i$, and $(N T)^{-1} \sum_{i=1}^{N}\left\|\boldsymbol{R}_{i}\right\|^{2}=O_{P}(1)$. Note that $\|\hat{\boldsymbol{F}}\|=$ $T^{1 / 2} \sqrt{r}$. For ease of notation, we define $\delta_{N T}=\min [\sqrt{N}, \sqrt{T}]$ and $\zeta_{L d}=$ $\sum_{k=1}^{p} L_{k}^{-2 d}$. Following the notation of Huang et al. (2004), we write $a_{n} \asymp b_{n}$ if both $a_{n}$ and $b_{n}$ are positive and $a_{n} / b_{n}$ and $b_{n} / a_{n}$ are bounded for all $n$.

Proof We only give the proof of $\left\|\boldsymbol{R}_{i}\right\|=O_{P}\left(T^{1 / 2}\right)$, and omit the proofs of $\left\|\boldsymbol{F}^{0}\right\|=O_{P}\left(T^{1 / 2}\right)$ and $(N T)^{-1} \sum_{i=1}^{N}\left\|\boldsymbol{R}_{i}\right\|^{2}=O_{P}(1)$.

$$
\begin{aligned}
E\left(\left\|\boldsymbol{R}_{i}\right\|^{2}\right) & =E\left(\operatorname{tr}\left(\boldsymbol{R}_{i} \boldsymbol{R}_{i}^{\tau}\right)\right)=E\left(\sum_{t=1}^{T}\left\|X_{i t}^{\tau} \boldsymbol{B}\left(U_{i t}\right)\right\|^{2}\right) \\
& =E\left(\sum_{t=1}^{T} \sum_{k=1}^{p} \sum_{l=1}^{L_{k}} X_{i t, k}^{2} B_{k l}^{2}\left(U_{i t}\right)\right)=\sum_{t=1}^{T} \sum_{k=1}^{p} \sum_{l=1}^{L_{k}} E\left(X_{i t, k}^{2} B_{k l}^{2}\left(U_{i t}\right)\right) .
\end{aligned}
$$

By Assumption (A1), we have $E\left(X_{i t, k}^{2} B_{k l}^{2}\left(U_{i t}\right)\right) \leq C E\left(B_{k l}^{2}\left(U_{i t}\right)\right)$. Moreover, by the properties of B-spline, we can get that

$$
\sum_{l=1}^{L_{k}} B_{k l}^{2}(u) \leq\left(\sum_{l=1}^{L_{k}} B_{k l}(u)\right)^{2}=1
$$

Then we have $E\left(\left\|\boldsymbol{R}_{i}\right\|^{2}\right)=O(T)$, which implies that $\left\|\boldsymbol{R}_{i}\right\|=O_{P}\left(T^{1 / 2}\right)$, for all $i$.

## S2.1 Proof of Theorem 1

Without loss of generality, we assume that $\boldsymbol{\beta}(\cdot)=0$. Then $\boldsymbol{Y}_{i}=\boldsymbol{F}^{0} \lambda_{i}+\boldsymbol{\varepsilon}_{i}$, for $i=1, \ldots, N$. By Lemma 2, we have

$$
\begin{aligned}
Q_{N T}(\boldsymbol{\gamma}, \boldsymbol{F})= & \frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \boldsymbol{\gamma}\right)^{\tau} M_{\boldsymbol{F}}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \boldsymbol{\gamma}\right) \\
= & \boldsymbol{\gamma}^{\tau}\left(\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{R}_{i}\right) \boldsymbol{\gamma}+\operatorname{tr}\left[\left(\frac{\boldsymbol{F}^{0 \tau} M_{\boldsymbol{F}} \boldsymbol{F}^{0}}{T}\right)\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)\right] \\
& -\frac{2}{N T} \boldsymbol{\gamma}^{\tau} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{F}^{0} \lambda_{i}-\frac{2}{N T} \boldsymbol{\gamma}^{\tau} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i} \\
& +\frac{2}{N T} \sum_{i=1}^{N} \lambda_{i}^{\tau} \boldsymbol{F}^{0 \tau} M_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i} \\
=: & \widetilde{Q}_{N T}(\boldsymbol{\gamma}, \boldsymbol{F})+o_{P}(1)
\end{aligned}
$$

uniformly over bounded $\boldsymbol{\gamma}$ and over $\boldsymbol{F}$ such that $\boldsymbol{F}^{\tau} \boldsymbol{F} / T=I$, where

$$
\begin{aligned}
\widetilde{Q}_{N T}(\boldsymbol{\gamma}, \boldsymbol{F})= & \boldsymbol{\gamma}^{\tau}\left(\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{R}_{i}\right) \gamma+\operatorname{tr}\left[\left(\frac{\boldsymbol{F}^{0 \tau} M_{\boldsymbol{F}} \boldsymbol{F}^{0}}{T}\right)\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)\right] \\
& -\frac{2}{N T} \boldsymbol{\gamma}^{\tau} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{F}^{0} \lambda_{i} .
\end{aligned}
$$

Let $\eta=\operatorname{vec}\left(M_{\boldsymbol{F}} \boldsymbol{F}^{0}\right)$, and

$$
A_{1}=\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{R}_{i}, \quad A_{2}=\left(\frac{\Lambda^{\tau} \Lambda}{N} \otimes I_{T}\right), \quad A_{3}=\frac{1}{N T} \sum_{i=1}^{N}\left(\lambda_{i}^{\tau} \otimes M_{\boldsymbol{F}} \boldsymbol{R}_{i}\right)
$$

Then,

$$
\begin{aligned}
\widetilde{Q}_{N T}(\boldsymbol{\gamma}, \boldsymbol{F}) & =\boldsymbol{\gamma}^{\tau} A_{1} \gamma+\eta^{\tau} A_{2} \eta-2 \boldsymbol{\gamma}^{\tau} A_{3}^{\tau} \eta \\
& =\boldsymbol{\gamma}^{\tau}\left(A_{1}-A_{3}^{\tau} A_{2}^{-1} A_{3}\right) \gamma+\left(\eta^{\tau}-\boldsymbol{\gamma}^{\tau} A_{3}^{\tau} A_{2}^{-1}\right) A_{2}\left(\eta-A_{2}^{-1} A_{3} \gamma\right) \\
& =: \gamma^{\tau} D(\boldsymbol{F}) \gamma+\theta^{\tau} A_{2} \theta
\end{aligned}
$$

where $\theta=\eta-A_{2}^{-1} A_{3} \gamma$. By Assumption (A5), $D(\boldsymbol{F})$ is a positive-definite matrix and $A_{2}$ is also a positive-definite matrix, which show that $\widetilde{Q}_{N T}(\boldsymbol{\gamma}, \boldsymbol{F}) \geq$ 0 . By the similar argument as in Bai (2009), it is easy to show that $\widetilde{Q}_{N T}(\boldsymbol{\gamma}, \boldsymbol{F})$ achieves its unique minimum at $\left(0, \boldsymbol{F}^{0} H\right)$ for any $r \times r$ invertible matrix $H$. Thus, $\hat{\beta}_{k}(\cdot), k=1, \ldots, p$, are uniquely defined. This completes the proof of part (i).

The proof of (ii) is similar to that of Proposition 1 (ii) in Bai (2009). To save space, we do not present the detailed proof.

## S2.2 Proof of Theorem 2

Since $\hat{\beta}_{k}(u)=\sum_{l=1}^{L_{k}} \hat{\gamma}_{k l} B_{k l}(u)$ and $\widetilde{\beta}_{k}(u)=\sum_{l=1}^{L_{k}} \widetilde{\gamma}_{k l} B_{k l}(u)$, by the properties of B-spline and (C.2), we have

$$
\left\|\hat{\beta}_{k}(\cdot)-\beta_{k}(\cdot)\right\|_{L_{2}}^{2} \leq 2\left\|\hat{\beta}_{k}(\cdot)-\widetilde{\beta}_{k}(\cdot)\right\|_{L_{2}}^{2}+M L_{k}^{-2 d}
$$

and

$$
\begin{equation*}
\left\|\hat{\beta}_{k}(\cdot)-\widetilde{\beta}_{k}(\cdot)\right\|_{L_{2}}^{2}=\left\|\hat{\gamma}_{k}-\widetilde{\gamma}_{k}\right\|_{H}^{2} \asymp L_{k}^{-1}\left\|\hat{\gamma}_{k}-\widetilde{\gamma}_{k}\right\|^{2}, k=1, \ldots, p,( \tag{B.2}
\end{equation*}
$$

where $\left\|\gamma_{k}\right\|_{H}^{2}=\gamma_{k}^{\tau} \boldsymbol{H}_{k} \gamma_{k}$, and $\boldsymbol{H}_{k}=\left(h_{i j}\right)_{L_{k} \times L_{k}}$ is a matrix with entries $h_{i j}=\int_{\mathcal{U}} B_{k i}(u) B_{k j}(u) \mathrm{d} u$. Summing over $k$ for (B.2), we obtain that

$$
\|\hat{\boldsymbol{\beta}}(\cdot)-\widetilde{\boldsymbol{\beta}}(\cdot)\|_{L_{2}}^{2}=\sum_{k=1}^{p}\left\|\hat{\boldsymbol{\gamma}}_{k}-\widetilde{\boldsymbol{\gamma}}_{k}\right\|_{H}^{2} \asymp L_{N}^{-1}\|\hat{\boldsymbol{\gamma}}-\widetilde{\boldsymbol{\gamma}}\|^{2} .
$$

By (2.7) and $\boldsymbol{Y}_{i}=\boldsymbol{R}_{i} \widetilde{\boldsymbol{\gamma}}+\boldsymbol{F}^{0} \lambda_{i}+\boldsymbol{\varepsilon}_{i}+\boldsymbol{e}_{i}$, for $i=1, \ldots, N$, we have

$$
\hat{\boldsymbol{\gamma}}-\widetilde{\boldsymbol{\gamma}}=\left(\sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{R}_{i}\right)^{-1} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0} \lambda_{i}+\boldsymbol{\varepsilon}_{i}+\boldsymbol{e}_{i}\right),
$$

or equivalently,

$$
\begin{align*}
& \left(\sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{R}_{i}\right)(\hat{\gamma}-\widetilde{\gamma}) \\
= & \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0} \lambda_{i}+\sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{\varepsilon}_{i}+\sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{i} . \tag{B.3}
\end{align*}
$$

We first deal with the third term of the right hand in (B.3). By Assumption (A1) and (C.2), and using the similar proofs to Lemma A. 7 in Huang et al. (2004), and Lemmas 2 and 3, it is easy to show that

$$
\begin{equation*}
\left\|\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{i}\right\|^{2}=O_{P}\left(L_{N}^{-1} \zeta_{L d}\right) \tag{B.4}
\end{equation*}
$$

For the first term of the right hand in (B.3), by noting that $M_{\hat{\boldsymbol{F}}} \hat{\boldsymbol{F}}=0$, we have $M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0}=M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right)$. By (B.3), we have

$$
\begin{equation*}
\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}=-\left(B_{1}+B_{2}+\cdots+B_{15}\right) G \tag{B.5}
\end{equation*}
$$

where $H=\left(\Lambda^{\tau} \Lambda / N\right)\left(\boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} / T\right) V_{N T}^{-1}, G=\left(\boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} / T\right)^{-1}\left(\Lambda^{\tau} \Lambda / N\right)^{-1}$ is a matrix of fixed dimension and does not vary with $i$, and $B_{1}, \ldots, B_{15}$ are defined in Lemma 3. By (B.5), we have

$$
\begin{aligned}
\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0} \lambda_{i} & =\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right) \lambda_{i} \\
& =-\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(B_{1}+B_{2}+\cdots+B_{15}\right) G \lambda_{i} \\
& =: J_{1}+J_{2}+\cdots+J_{15}
\end{aligned}
$$

It is easy to see that $J_{1}-J_{15}$ depend on $B_{1}-B_{15}$ respectively. For $J_{2}$, we have

$$
\begin{aligned}
J_{2} & =-\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left[\frac{1}{N T} \sum_{j=1}^{N} \boldsymbol{R}_{j}(\widetilde{\gamma}-\hat{\gamma}) \lambda_{j}^{\tau} \boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}}\right]\left(\frac{\boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}}}{T}\right)^{-1}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{i} \\
& =\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N}\left(\boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{R}_{j}\right)\left[\lambda_{j}^{\tau}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{i}\right](\hat{\gamma}-\widetilde{\boldsymbol{\gamma}}) \\
& =\frac{1}{T}\left[\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{R}_{j} a_{i j}\right](\hat{\gamma}-\widetilde{\gamma}),
\end{aligned}
$$

where $a_{i j}=\lambda_{i}^{\tau}\left(\Lambda^{\tau} \Lambda / N\right)^{-1} \lambda_{j}$. For $J_{1}$, we have

$$
J_{1}=-\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} B_{1} G \lambda_{i}=o_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)
$$

For $J_{3}$, we have

$$
J_{3}=\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{R}_{j}\left(\frac{\boldsymbol{\varepsilon}_{j}^{\tau} \hat{\boldsymbol{F}}}{T}\right) G \lambda_{i}(\hat{\gamma}-\widetilde{\gamma}) .
$$

By Lemma 3 and some elementary calculations, we have

$$
\begin{aligned}
T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau} \hat{\boldsymbol{F}} & =T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau} \boldsymbol{F}^{0} H+T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right) \\
& =O_{P}\left(T^{-1 / 2}\right)+T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2} T^{-1 / 2}\right)
\end{aligned}
$$

Using the above result and the similar argument as the proof of Lemma 2, it is easy to verify that $J_{3}=o_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)$. Similarly, we can obtain that $J_{5}=o_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)$. For $J_{4}$, we have

$$
J_{4}=-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0} \lambda_{j}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}})^{\tau}\left(\frac{\boldsymbol{R}_{j}^{\tau} \hat{\boldsymbol{F}}}{T}\right) G \lambda_{i} .
$$

Noting that $M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0}=M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right)$, and using Lemma 3 (i), that is, $T^{-1 / 2}\left\|\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right\|=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$, we can obtain that $J_{4}=o_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)$. For $J_{6}$, noting that $G$ is a matrix of fixed dimension and does not vary with $i$, and by $M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0}=M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right)$, we have

$$
\begin{aligned}
J_{6} & =-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0} \lambda_{j}\left(\frac{\boldsymbol{\varepsilon}_{j}^{\tau} \hat{\boldsymbol{F}}}{T}\right) G \lambda_{i} \\
& =-\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right)\left[\frac{1}{N} \sum_{j=1}^{N} \lambda_{j}\left(\frac{\boldsymbol{\varepsilon}_{j}^{\tau} \hat{\boldsymbol{F}}}{T}\right)\right] G \lambda_{i} .
\end{aligned}
$$

By (B.6) and Lemma 3, we have

$$
\begin{aligned}
\frac{1}{N T} \sum_{j=1}^{N} \lambda_{j} \varepsilon_{j}^{\tau} \hat{\boldsymbol{F}}= & \frac{1}{N T} \sum_{j=1}^{N} \lambda_{j} \boldsymbol{\varepsilon}_{j}^{\tau} \boldsymbol{F}^{0} H+\frac{1}{N T} \sum_{j=1}^{N} \lambda_{j} \varepsilon_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right) \\
= & O_{P}\left((N T)^{-1 / 2}\right)+(T N)^{-1 / 2} O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\gamma}\|)+O_{P}\left(N^{-1}\right) \\
& +N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right) \\
= & O_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(N^{-1}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right) \\
& +N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)
\end{aligned}
$$

By Lemma 3 (v), then

$$
\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)
$$

Moreover, the matrix $G$ does not depend on $i$ and $\|G\|=O_{P}(1)$, then

$$
\begin{aligned}
J_{6}= & {\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] } \\
& \times\left[O_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(N^{-1}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] \\
= & o_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+o_{P}\left((N T)^{-1 / 2}\right)+N^{-1} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-4}\right) \\
& +N^{-1} O_{P}\left(\zeta_{L d}^{1 / 2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}\right)
\end{aligned}
$$

For $J_{7}$, we have
$J_{7}=-\frac{1}{N^{2} T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left[\sum_{j=1}^{N} \varepsilon_{j} \lambda_{j}^{\tau}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1}\right] \lambda_{i}=-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \varepsilon_{j}$,
where $a_{i j}=\lambda_{i}^{\tau}\left(\Lambda^{\tau} \Lambda / N\right)^{-1} \lambda_{j}$. For $J_{8}$, by Assumption (A8), and the same argument as in the Proposition A. 2 of Bai (2009), and Lemma 5, we have

$$
\begin{aligned}
J_{8}= & -\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \varepsilon_{j} \varepsilon_{j}^{\tau} \hat{\boldsymbol{F}} G \lambda_{i} \\
= & -\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \Omega_{j} \hat{\boldsymbol{F}} G \lambda_{i}-\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\varepsilon_{j} \varepsilon_{j}^{\tau}-\Omega_{j}\right) \hat{\boldsymbol{F}} G \lambda_{i} \\
= & A_{N T}+O_{P}(1 /(T \sqrt{N}))+(N T)^{-1 / 2}\left[O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\boldsymbol{\gamma}}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] \\
& +\frac{1}{\sqrt{N}}\left[O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\boldsymbol{\gamma}}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]^{2},
\end{aligned}
$$

where $A_{N T}=-\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \Omega_{j} \hat{\boldsymbol{F}} G \lambda_{i}$. For $J_{9}$ and $J_{10}$, which depend on $\hat{\gamma}-\widetilde{\gamma}$. Using the same argument, it is easy to prove that $J_{9}$ and $J_{10}$ are bounded in the Euclidean norm by $o_{P}(\|\hat{\gamma}-\tilde{\gamma}\|)$. For $J_{11}$,
using $M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0}=M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right)$ again, and letting $\widetilde{\boldsymbol{W}}_{j}=\boldsymbol{e}_{j}^{\tau} \hat{\boldsymbol{F}} / T$ and $\left\|\widetilde{\boldsymbol{W}}_{j}\right\|=\left\|\boldsymbol{e}_{j}\right\| \sqrt{r} / \sqrt{T}=O_{P}\left(\zeta_{L d}^{1 / 2}\right)$, and using Lemma 3 (v), we have

$$
\begin{aligned}
J_{11} & =-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0} \lambda_{j}\left(\frac{\boldsymbol{e}_{j}^{\tau} \hat{\boldsymbol{F}}}{T}\right) G \lambda_{i} \\
& =-\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}\right)\left[\frac{1}{N} \sum_{j=1}^{N} \lambda_{j}\left(\frac{\boldsymbol{e}_{j}^{\tau} \hat{\boldsymbol{F}}}{T}\right)\right] G \lambda_{i} \\
& =O_{P}\left(\zeta_{L d}^{1 / 2}\right)\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]
\end{aligned}
$$

For $J_{12}$, similar to (B.4), we have

$$
\begin{aligned}
J_{12} & =-\frac{1}{N^{2} T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left[\sum_{j=1}^{N} \boldsymbol{e}_{j} \lambda_{j}^{\tau}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1}\right] \lambda_{i} \\
& =-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{j}=O_{P}\left(L_{N}^{-1 / 2} \zeta_{L d}^{1 / 2}\right),
\end{aligned}
$$

where $a_{i j}=\lambda_{i}^{\tau}\left(\Lambda^{\tau} \Lambda / N\right)^{-1} \lambda_{j}$. Using the similar argument, it is easy to see that $J_{13}=(N T)^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)$.

For $J_{14}$, by (B.6) we have

$$
\begin{aligned}
J_{14}= & -\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{j}\left(\frac{\boldsymbol{\varepsilon}_{j}^{\tau} \hat{\boldsymbol{F}}}{T}\right) G \lambda_{i} \\
= & -\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{j}\left(\frac{\boldsymbol{\varepsilon}_{j}^{\tau} \boldsymbol{F}^{0} H}{T}\right) G \lambda_{i} \\
& -\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{j}\left(\frac{\boldsymbol{\varepsilon}_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)}{T}\right) G \lambda_{i} .
\end{aligned}
$$

Similarly, we can prove that the first term of the above equation is bounded by $T^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)$. For the second term, by a similar argument and Lemma 4, we can prove that the second term is bounded above by

$$
O_{P}\left(\zeta_{L d}^{1 / 2}\right)\left[T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2} T^{-1 / 2}\right)\right]
$$

For $J_{15}$, by $M_{\hat{\boldsymbol{F}}} \hat{\boldsymbol{F}}=0$ and some simple calculations, we have

$$
J_{15}=-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\frac{\boldsymbol{e}_{j} \boldsymbol{e}_{j}^{\tau}}{T}\right) \hat{\boldsymbol{F}} G \lambda_{i}=o_{P}\left(\zeta_{L d}\right) .
$$

Summarizing the above results, we can obtain that

$$
\begin{aligned}
& \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{F}^{0} \lambda_{i} \\
= & J_{2}+J_{7}+A_{N T}+o_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+o_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(\frac{1}{T \sqrt{N}}\right) \\
& +N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+O_{P}\left(L_{N}^{-1 / 2} \zeta_{L d}^{1 / 2}\right)
\end{aligned}
$$

This leads to

$$
\begin{aligned}
& \left(\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{R}_{i}+o_{P}(1)\right)(\hat{\gamma}-\widetilde{\gamma})-J_{2} \\
= & \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{\varepsilon}_{i}+J_{7}+A_{N T}+o_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(\frac{1}{T \sqrt{N}}\right) \\
\quad & +N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+O_{P}\left(L_{N}^{-1 / 2} \zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

Multiplying $L_{N}\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1}$ on each side of the above equation, and by Lemma 6, we have

$$
\begin{aligned}
\hat{\boldsymbol{\gamma}}-\widetilde{\gamma}= & \left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} \frac{L_{N}}{N T} \sum_{i=1}^{N}\left[\boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}^{0}}-\frac{1}{N} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{j}^{\tau} M_{\boldsymbol{F}^{0}}\right] \varepsilon_{i}+\frac{L_{N}}{T} \Lambda_{N T} \\
& +\frac{L_{N}}{N}\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} \xi_{N T}^{*}+\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} O_{P}\left(L_{N}(N T)^{-1 / 2}\right) \\
& +\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} O_{P}\left(\frac{L_{N}}{T \sqrt{N}}\right)+L_{N} N^{-1 / 2}\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} O_{P}\left(\delta_{N T}^{-2}\right) \\
& +\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} O_{P}\left(L_{N} T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} O_{P}\left(L_{N}^{1 / 2} \zeta_{L d}^{1 / 2}\right)
\end{aligned}
$$

where

$$
\xi_{N T}^{*}=-\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\left(\boldsymbol{R}_{i}-\boldsymbol{V}_{i}\right)^{\tau} \boldsymbol{F}^{0}}{T}\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right)=O_{P}(1)
$$

and

$$
\Lambda_{N T}=-\left(L_{N} D(\hat{\boldsymbol{F}})\right)^{-1} \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \Omega \hat{\boldsymbol{F}} G \lambda_{i}
$$

with $\Omega=\frac{1}{N} \sum_{j=1}^{N} \Omega_{j}$ and $\Omega_{j}=E\left(\varepsilon_{j} \varepsilon_{j}^{\tau}\right)$. By Lemmas 1 and 7, it can be shown that $D(\hat{\boldsymbol{F}})=D\left(\boldsymbol{F}^{0}\right)+o_{P}(1)$ and the minimum and maximum eigenvalues of $L_{N} D(\hat{\boldsymbol{F}})$ are bounded with probability tending to 1 . In addition, by Lemma 1 and Lemma A. 6 in Bai (2009), it is easy to verify that $\Lambda_{N T}=O_{P}(1)$. Using the same argument for Lemma 2, we have

$$
\begin{aligned}
& \left\|D\left(\boldsymbol{F}^{0}\right)^{-1} \frac{1}{N T} \sum_{i=1}^{N}\left[\boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}^{0}}-\frac{1}{N} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{j}^{\tau} M_{\boldsymbol{F}^{0}}\right] \boldsymbol{\varepsilon}_{i}\right\|^{2} \\
\asymp & \left\|\frac{L_{N}}{N T} \sum_{i=1}^{N}\left[\boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}^{0}}-\frac{1}{N} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{j}^{\tau} M_{\boldsymbol{F}^{0}}\right] \boldsymbol{\varepsilon}_{i}\right\|^{2}=O_{P}\left(L_{N}^{2}(N T)^{-1}\right),
\end{aligned}
$$

uniformly for $\boldsymbol{F}^{0}$. By the above results, together with Lemma 1 and $\delta_{N T}^{-2} L_{N} \log L_{N} \rightarrow 0$ as $N, T \rightarrow \infty$, we have

$$
\begin{aligned}
\|\hat{\gamma}-\widetilde{\gamma}\|= & O_{P}\left(L_{N}(N T)^{-1 / 2}\right)+O_{P}\left(L_{N} T^{-1}\right)+O_{P}\left(L_{N} N^{-1}\right) \\
& +O_{P}\left(L_{N} T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+O_{P}\left(L_{N}^{1 / 2} \zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

Summarizing the above results, we finish the proof of Theorem 2.

## S2.3 Proof of Theorem 3

Note that $\hat{\boldsymbol{\beta}}(u)-\boldsymbol{\beta}(u)=\boldsymbol{B}(u)^{\tau}(\hat{\gamma}-\tilde{\gamma})+\boldsymbol{B}(u)^{\tau} \tilde{\gamma}-\boldsymbol{\beta}(u)$. By (C.2), we have

$$
\left\|\boldsymbol{B}(u)^{\tau} \tilde{\gamma}-\boldsymbol{\beta}(u)\right\|_{\infty}=O_{P}\left(\zeta_{L d}^{1 / 2}\right)
$$

By Assumptions (A1) and (A8), Lemma 1, and the properties of B-spline, similarly to the proof of Corollary 1 in Huang et al. (2004), we can obtain
that

$$
\begin{aligned}
& \varpi_{k}^{\tau} \boldsymbol{B}(u)\left(\sum_{i=1}^{N} \boldsymbol{Z}_{i}^{\tau} \boldsymbol{Z}_{i}\right)^{-1} \Sigma_{N T 1}\left(\sum_{i=1}^{N} \boldsymbol{Z}_{i}^{\tau} \boldsymbol{Z}_{i}\right)^{-1} \boldsymbol{B}(u)^{\tau} \varpi_{k} \\
\gtrsim & C \frac{L_{N}}{N T} \sum_{l=1}^{L_{k}} B_{k l}^{2}(u) \gtrsim \frac{L_{N}}{N T} .
\end{aligned}
$$

Then, as $L_{N}^{2 d+1} / N T \rightarrow \infty$, we have $\sup _{u \in \mathcal{U}}\left|\Sigma^{-1 / 2}\left(\boldsymbol{B}(u)^{\tau} \tilde{\gamma}-\boldsymbol{\beta}(u)\right)\right|=o_{P}(1)$.
Invoking Lemmas 1 and 7, from the proof of Theorem 2, it is easy to show that

$$
\begin{align*}
\hat{\boldsymbol{\gamma}}-\widetilde{\boldsymbol{\gamma}}= & \left(L_{N} D\left(\boldsymbol{F}^{0}\right)\right)^{-1} \frac{L_{N}}{N T} \sum_{i=1}^{N} \boldsymbol{Z}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}+\frac{L_{N}}{N}\left(L_{N} D\left(\boldsymbol{F}^{0}\right)\right)^{-1} \tilde{\xi}_{N T} \\
& +\frac{L_{N}}{T}\left(L_{N} D\left(\boldsymbol{F}^{0}\right)\right)^{-1} \tilde{\Lambda}_{N T}+\left(L_{N} D\left(\boldsymbol{F}^{0}\right)\right)^{-1} O_{P}\left(L_{N}(N T)^{-1 / 2}\right) \\
& +\left(L_{N} D\left(\boldsymbol{F}^{0}\right)\right)^{-1} O_{P}\left(L_{N}^{1 / 2} \zeta_{L d}^{1 / 2}\right) \tag{B.6}
\end{align*}
$$

where

$$
\tilde{\xi}_{N T}=-\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\left(\boldsymbol{R}_{i}-\boldsymbol{V}_{i}\right)^{\tau} \boldsymbol{F}^{0}}{T}\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \sigma_{i j, t t}\right)
$$

and

$$
\tilde{\Lambda}_{N T}=-\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \Omega \boldsymbol{F}^{0}\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{i}
$$

Under the assumptions that $\delta_{N T}^{-2} L_{N} \log L_{N} \rightarrow 0, L_{N}^{2 d+1} / N T \rightarrow \infty$, and $T / N \rightarrow c$, we have

$$
\begin{gathered}
\Sigma^{-1 / 2} \boldsymbol{B}(u) \frac{L_{N}}{N}\left(L_{N} D\left(\boldsymbol{F}^{0}\right)\right)^{-1} \tilde{\xi}_{N T} \xrightarrow{P} \tilde{\Sigma}^{-1 / 2} c^{1 / 2} W_{1}^{0}, \\
\Sigma^{-1 / 2} \boldsymbol{B}(u) \frac{L_{N}}{N}\left(L_{N} D\left(\boldsymbol{F}^{0}\right)\right)^{-1} \tilde{\Lambda}_{N T} \xrightarrow{P} \tilde{\Sigma}^{-1 / 2} c^{-1 / 2} W_{2}^{0},
\end{gathered}
$$

where $W_{1}^{0}$ and $W_{2}^{0}$ are given in Theorem 3. Combining with Assumption (A10), we finish the proof of Theorem 3.

## S2.4 Proof of Theorem 4

Similarly to the argument of Bai and $\operatorname{Ng}$ (2006), it is easy to show that $\hat{W}_{1}$ is consistent for $W_{1}$. Similarly to the argument of Newey and West (1987) and Bai (2003), we can obtain that $\hat{W}_{2}$ is consistent for $W_{2}$. Thus, Theorem 4 follows.

## S2.5 Proof of Corollary 1

Invoking (B.6), similarly to the proof of Theorem 2 in Bai (2009), we can prove Corollary 1, and hence omit the details of proof.

## S2.6 Proof of Theorem 5

Since $Q\left(\boldsymbol{\gamma}^{(1)}, \boldsymbol{\theta}, \boldsymbol{F}\right)=Q(\boldsymbol{\gamma}, \boldsymbol{F})$ attains the minimal value at $\left(\hat{\gamma}^{(1) \tau}, \hat{\beta}_{q+1} \mathbf{1}_{L_{q+1}}^{\tau}\right.$, $\left.\ldots, \hat{\beta}_{p} \mathbf{1}_{L_{p}}^{\tau}\right)^{\tau}$, where $\hat{\gamma}^{(1)}=\left(\hat{\gamma}_{1}^{\tau}, \ldots, \hat{\gamma}_{q}^{\tau}\right)^{\tau}$. Similarly to the proof of Theorem

2, invoking Lemmas 3-7 and $\sum_{l=1}^{L_{k}} B_{k l}(u)=1$, we can get that

$$
\begin{aligned}
& \frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \underline{\boldsymbol{R}}_{i}\left(\hat{\boldsymbol{\gamma}}^{(1)}-\widetilde{\boldsymbol{\gamma}}^{(1)}\right) \\
= & \frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \overline{\boldsymbol{X}}_{i}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}})-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \overline{\boldsymbol{X}}_{j} a_{i j}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}}) \\
& +\frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{\varepsilon}_{i}-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} \underline{\boldsymbol{R}}_{j}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{\varepsilon}_{i}+\frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{i} \\
& +\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \underline{\boldsymbol{R}}_{j} a_{i j}\left(\hat{\boldsymbol{\gamma}}^{(1)}-\widetilde{\boldsymbol{\gamma}}^{(1)}\right)-\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \Omega_{j} \hat{\boldsymbol{F}} G \lambda_{i} \\
& +o_{P}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}})+o_{P}\left(\hat{\boldsymbol{\gamma}}^{(1)}-\widetilde{\boldsymbol{\gamma}}^{(1)}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}\right) \\
& +o_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \overline{\boldsymbol{X}}_{i}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}) \\
= & \frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \underline{\boldsymbol{R}}_{i}\left(\widetilde{\boldsymbol{\gamma}}^{(1)}-\hat{\boldsymbol{\gamma}}^{(1)}\right)-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \underline{\boldsymbol{R}}_{j} a_{i j}\left(\widetilde{\boldsymbol{\gamma}}^{(1)}-\hat{\boldsymbol{\gamma}}^{(1)}\right) \\
& +\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \varepsilon_{i}-\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j} \overline{\boldsymbol{X}}_{j}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{\varepsilon}_{i}+\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \boldsymbol{e}_{i} \\
& +\frac{1}{N^{2} T} \sum_{i=1}^{N} \sum_{j=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \overline{\boldsymbol{X}}_{j} a_{i j}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})-\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\hat{\boldsymbol{F}}} \Omega_{j} \hat{\boldsymbol{F}} G \lambda_{i} \\
& +o_{P}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta})+o_{P}\left(\widetilde{\boldsymbol{\gamma}}^{(1)}-\hat{\boldsymbol{\gamma}}^{(1)}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}\right) \\
& +o_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

Let $\overline{\boldsymbol{Z}}_{i}=M_{\boldsymbol{F}^{0}} \overline{\boldsymbol{X}}_{i}-\frac{1}{N} \sum_{j=1}^{N} M_{\boldsymbol{F}^{0}} \overline{\boldsymbol{X}}_{j} a_{i j}$ and $\underline{\boldsymbol{Z}}_{i}=M_{\boldsymbol{F}^{0}} \underline{\boldsymbol{R}}_{i}-\frac{1}{N} \sum_{j=1}^{N} M_{\boldsymbol{F}^{0}} \underline{\boldsymbol{R}}_{j} a_{i j}$,
a simple calculation yields that

$$
\begin{align*}
& \frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{Z}}_{i}^{\tau} \underline{\boldsymbol{Z}}_{i}\left(\hat{\boldsymbol{\gamma}}^{(1)}-\widetilde{\boldsymbol{\gamma}}^{(1)}\right) \\
= & \frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} \overline{\boldsymbol{Z}}_{i}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}})+\frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{Z}}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}+\frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \boldsymbol{e}_{i} \\
& -\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\left(\underline{\boldsymbol{R}}_{i}-\underline{\boldsymbol{V}}_{i}\right)^{\tau} \boldsymbol{F}^{0}}{T} G^{0} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right) \\
& -\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \Omega_{j} \boldsymbol{F}^{0} G^{0} \lambda_{i}+o_{P}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}}) \\
& +o_{P}\left(\hat{\boldsymbol{\gamma}}^{(1)}-\widetilde{\boldsymbol{\gamma}}^{(1)}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}\right) \\
& +o_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+O_{P}\left(N^{-1 / 2} \zeta_{L d}^{1 / 2}\right) \tag{B.7}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{Z}}_{i}^{\tau} \overline{\boldsymbol{Z}}_{i}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}) \\
= & \frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} \underline{\boldsymbol{R}}_{i}\left(\widetilde{\boldsymbol{\gamma}}^{(1)}-\hat{\boldsymbol{\gamma}}^{(1)}\right)+\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{Z}}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}+\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \boldsymbol{e}_{i} \\
& -\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\left(\overline{\boldsymbol{X}}_{i}-\overline{\boldsymbol{V}}_{i}\right)^{\tau} \boldsymbol{F}^{0}}{T} G^{0} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right) \\
& -\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \Omega_{j} \boldsymbol{F}^{0} G^{0} \lambda_{i}+o_{P}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}) \\
& +o_{P}\left(\widetilde{\boldsymbol{\gamma}}^{(1)}-\hat{\boldsymbol{\gamma}}^{(1)}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}\right) \\
& +o_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+O_{P}\left(N^{-1 / 2} \zeta_{L d}^{1 / 2}\right), \tag{B.8}
\end{align*}
$$

where $G^{0}=\left(\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0} / T\right)^{-1}\left(\Lambda^{\tau} \Lambda / N\right)^{-1}$ and $\overline{\boldsymbol{V}}_{i}=N^{-1} \sum_{i=1}^{N} a_{i j} \overline{\boldsymbol{X}}_{j}$.

Let $\bar{\Phi}=\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{Z}}_{i}^{\tau} \overline{\boldsymbol{Z}}_{i}, \underline{\Phi}=\frac{1}{N T} \sum_{i=1}^{N} \underline{\boldsymbol{Z}}_{i}^{\tau} \underline{\boldsymbol{Z}}_{i}$,

$$
\begin{aligned}
& \Xi_{1}=\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \underline{\boldsymbol{R}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \Omega_{j} \boldsymbol{F}^{0} G^{0} \lambda_{i} \\
& \bar{\Xi}_{1}=\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \Omega_{j} \boldsymbol{F}^{0} G^{0} \lambda_{i} \\
& \Xi_{2}=\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\left(\underline{\boldsymbol{R}}_{i}-\underline{\boldsymbol{V}}_{i}\right)^{\tau} \boldsymbol{F}^{0}}{T} G^{0} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right) \\
& \bar{\Xi}_{2}=\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\left(\overline{\boldsymbol{X}}_{i}-\overline{\boldsymbol{V}}_{i}\right)^{\tau} \boldsymbol{F}^{0}}{T} G^{0} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right) \\
& \Psi=\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{X}}_{i}^{\tau} \underline{\boldsymbol{Z}}_{i}=\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{Z}}_{i}^{\tau} \underline{\boldsymbol{R}}_{i}=\frac{1}{N T} \sum_{i=1}^{N} \overline{\boldsymbol{Z}}_{i}^{\tau} \underline{\boldsymbol{Z}}_{i}
\end{aligned}
$$

Then we get

$$
\begin{align*}
\left(\hat{\boldsymbol{\gamma}}^{(1)}-\widetilde{\boldsymbol{\gamma}}^{(1)}\right)= & \left(\underline{\Phi}+o_{P}(1)\right)^{-1}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}})+o_{P}(\boldsymbol{\theta}-\hat{\boldsymbol{\theta}}) \\
& -\left(\underline{\Phi}+o_{P}(1)\right)^{-1} \underline{\Xi}_{1}-\left(\underline{\Phi}+o_{P}(1)\right)^{-1} \underline{\Xi}_{2} \\
& +\left(\underline{\Phi}+o_{P}(1)\right)^{-1} \frac{1}{N T} \sum_{i=1}^{N}\left(\underline{\boldsymbol{Z}}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}+\underline{\boldsymbol{R}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \boldsymbol{e}_{i}\right) \\
& +o_{P}\left(\hat{\gamma}^{(1)}-\widetilde{\boldsymbol{\gamma}}^{(1)}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}\right) \\
& +o_{P}\left((N T)^{-1 / 2}\right)+O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+O_{P}\left(N^{-1 / 2} \zeta_{L d}^{1 / 2}\right) . \tag{B.9}
\end{align*}
$$

Substituting (B.9) into (B.8), and a simple calculation yields that

$$
\begin{aligned}
& \left(\bar{\Phi}-\Psi \underline{\Phi}^{-1} \Psi^{\tau}+o_{P}(1)\right)(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}) \\
= & \frac{1}{N T} \sum_{i=1}^{N}\left(\overline{\boldsymbol{Z}}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}+\overline{\boldsymbol{X}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \boldsymbol{e}_{i}\right)-\bar{\Xi}_{1}-\bar{\Xi}_{2}+\Psi\left(\underline{\Phi}^{-1}+o_{P}(1)\right) \underline{\Xi}_{1} \\
& +\Psi\left(\underline{\Phi}^{-1}+o_{P}(1)\right) \Xi_{2}-\Psi\left(\underline{\Phi}^{-1}+o_{P}(1)\right) \frac{1}{N T} \sum_{i=1}^{N}\left(\underline{\boldsymbol{Z}}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}+\underline{\boldsymbol{R}}_{i}^{\tau} M_{\boldsymbol{F}^{0}} \boldsymbol{e}_{i}\right) \\
& +N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}\right)+o_{P}\left((N T)^{-1 / 2}\right) \\
& +O_{P}\left(T^{-1 / 2} \zeta_{L d}^{1 / 2}\right)+O_{P}\left(N^{-1 / 2} \zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& \left(\bar{\Phi}-\Psi \underline{\Phi}^{-1} \Psi^{\tau}+o_{P}(1)\right) \sqrt{N T}(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}) \\
= & \frac{1}{\sqrt{N T}} \sum_{i=1}^{N}\left(\overline{\boldsymbol{Z}}_{i}-\underline{\boldsymbol{Z}}_{i} \underline{\Phi}^{-1} \Psi^{\tau}\right)^{\tau} \boldsymbol{\varepsilon}_{i}+\frac{1}{\sqrt{N T}} \sum_{i=1}^{N}\left(\overline{\boldsymbol{X}}_{i}-\underline{\boldsymbol{R}}_{i} \underline{\Phi}^{-1} \Psi^{\tau}\right)^{\tau} M_{\boldsymbol{F}^{0}} \boldsymbol{e}_{i} \\
& -\sqrt{N T}\left(\bar{\Xi}_{1}-\Psi\left(\underline{\Phi}^{-1}+o_{P}(1)\right) \Xi_{1}\right)-\sqrt{N T}\left(\bar{\Xi}_{2}-\Psi\left(\underline{\Phi}^{-1}+o_{P}(1)\right) \Xi_{2}\right)+o_{P}(1) .
\end{aligned}
$$

By Assumption (A1) and (C.2), and using the similar proofs of Lemma A. 7 in Huang et al. (2004), and Lemmas 2 and 3, it is easy to show that

$$
\left\|\frac{1}{\sqrt{N T}} \sum_{i=1}^{N}\left(\overline{\boldsymbol{X}}_{i}-\underline{\boldsymbol{R}}_{i} \underline{\Phi}^{-1} \Psi^{\tau}\right)^{\tau} M_{\boldsymbol{F}^{0}} \boldsymbol{e}_{i}\right\|=o_{P}(1) .
$$

Using the central limits theorem, we can obtain that

$$
\frac{1}{\sqrt{N T}} \sum_{i=1}^{N}\left(\overline{\boldsymbol{Z}}_{i}-\underline{\boldsymbol{Z}}_{i} \underline{\Phi}^{-1} \Psi^{\tau}\right)^{\tau} \varepsilon_{i} \xrightarrow{L} N\left(0, \Pi_{2}\right) .
$$

In addition, by the law of large numbers, we have

$$
\bar{\Phi}-\Psi \underline{\Phi}^{-1} \Psi^{\tau} \xrightarrow{P} \Pi_{1} .
$$

Invoking the Slutsky Theorem, we complete the proof of Theorem 5.

## S2.7 Proof of Theorem 6

By a simple calculation, we have

$$
\begin{aligned}
\mathrm{RSS}_{0}= & \frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\underline{\boldsymbol{R}_{i}} \hat{\gamma}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}-\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}\right)^{\tau}\left(\boldsymbol{Y}_{i}-\underline{\boldsymbol{R}_{i}} \hat{\boldsymbol{\gamma}}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}-\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}\right) \\
= & \frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\gamma}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}+\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\boldsymbol{\gamma}}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}-\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}+\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau} \\
& \times\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}+\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\gamma}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}-\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}+\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right) \\
= & \mathrm{RSS}_{1}+\frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\gamma}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right)^{\tau}\left(\boldsymbol{R}_{i} \hat{\gamma}-\underline{\boldsymbol{R}_{i}} \hat{\gamma}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right) \\
& +\frac{1}{N T} \sum_{i=1}^{N}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right) \\
& +\frac{2}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau}\left(\boldsymbol{R}_{i} \hat{\gamma}-\underline{\boldsymbol{R}_{i}} \hat{\gamma}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right) \\
& -\frac{2}{N T} \sum_{i=1}^{N}\left(\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\gamma}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right)^{\tau}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right) \\
& -\frac{2}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right) .
\end{aligned}
$$

For the second term of the above equation, by the properties of B-spline, we have
$\frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\boldsymbol{\gamma}}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right)^{\tau}\left(\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\boldsymbol{\gamma}}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right) \asymp\|\hat{\boldsymbol{\beta}}(u)-\check{\boldsymbol{\beta}}(u)\|_{L_{2}}^{2}$,
where $\check{\boldsymbol{\beta}}(u)=\boldsymbol{R}_{i} \check{\boldsymbol{\gamma}}$ with $\check{\boldsymbol{\gamma}}=\left(\hat{\boldsymbol{\gamma}}^{(1) * \tau}, \hat{\beta}_{q+1} \mathbf{1}_{L_{q+1}}^{\tau}, \ldots, \hat{\beta}_{p} \mathbf{1}_{L_{p}}^{\tau}\right)^{\tau}$. Then, under $H_{0}$, we have

$$
\|\hat{\boldsymbol{\beta}}(u)-\check{\boldsymbol{\beta}}(u)\|_{L_{2}} \leq\|\hat{\boldsymbol{\beta}}(u)-\boldsymbol{\beta}(u)\|_{L_{2}}+\|\check{\boldsymbol{\beta}}(u)-\boldsymbol{\beta}(u)\|_{L_{2}} \xrightarrow{P} 0,
$$

where $\boldsymbol{\beta}(u)=\left(\beta_{1}(u), \ldots, \beta_{q}(u), \beta_{q+1}, \ldots, \beta_{p}\right)^{\tau}$. For the third term, a simple calculation yields that

$$
\begin{gathered}
\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}=\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\boldsymbol{F}^{0} \lambda_{i}+\boldsymbol{F}^{0} \lambda_{i}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}, \\
\boldsymbol{F}^{0} \lambda_{i}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}=\left(\boldsymbol{F}^{0} H-\hat{\boldsymbol{F}}\right) H^{-1} \lambda_{i}-\hat{\boldsymbol{F}}\left(\hat{\lambda}_{i}-H^{-1} \lambda_{i}\right), \\
\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\boldsymbol{F}^{0} \lambda_{i}=\left(\hat{\boldsymbol{F}}^{*}-\boldsymbol{F}^{0} H\right) H^{-1} \lambda_{i}+\hat{\boldsymbol{F}}^{*}\left(\hat{\lambda}_{i}^{*}-H^{-1} \lambda_{i}\right) .
\end{gathered}
$$

Invoking Proposition A. 1 (ii) and Lemma A. 10 in Bai (2009), Lemma 3 (i), and Assumptions (A6)-(A7), we have $\frac{1}{N T} \sum_{i=1}^{N}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\right.$ $\left.\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)=o_{P}(1)$. Similarly, it is easy to show that

$$
\begin{gathered}
\frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\gamma}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau}\left(\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\gamma}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right)=o_{P}(1), \\
\frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\underline{\boldsymbol{R}_{i}} \hat{\boldsymbol{\gamma}}^{(1) *}-\overline{\boldsymbol{X}}_{i} \hat{\boldsymbol{\theta}}\right)^{\tau}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)=o_{P}(1), \\
\frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau}\left(\hat{\boldsymbol{F}}^{*} \hat{\lambda}_{i}^{*}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)=o_{P}(1) .
\end{gathered}
$$

On the other hand, under $H_{1}$, because $\|\hat{\boldsymbol{\beta}}(u)-\check{\boldsymbol{\beta}}(u)\|_{L_{2}} \geq \| \check{\boldsymbol{\beta}}(u)-$ $\boldsymbol{\beta}(u)\left\|_{L_{2}}-\right\| \hat{\boldsymbol{\beta}}(u)-\boldsymbol{\beta}(u) \|_{L_{2}}$. As $N \rightarrow \infty$ and $T \rightarrow \infty$, we have

$$
\begin{aligned}
\|\hat{\boldsymbol{\beta}}(u)-\check{\boldsymbol{\beta}}(u)\|_{L_{2}} & \geq \sum_{k=1}^{p}\left\|\check{\beta}_{k}(u)-\beta_{k}(u)\right\|_{L_{2}}-o_{P}(1) \\
& \geq \sum_{k=q+1}^{p} \inf _{a \in \mathbb{R}}\left\|\beta_{k}(u)-a\right\|_{L_{2}}-o_{P}(1) .
\end{aligned}
$$

Then, by the Cauchy-Schwarz inequality, a simple calculation yields that

$$
\mathrm{RSS}_{0}-\mathrm{RSS}_{1} \geq \sum_{k=q+1}^{p} \inf _{a \in \mathbb{R}}\left\|\beta_{k}(u)-a\right\|_{L_{2}}+o_{P}(1)
$$

It remains to show that, with probability tending to one, $\mathrm{RSS}_{1}$ is bounded away from zero and infinity. By some elementary calculations, we have

$$
\begin{aligned}
\mathrm{RSS}_{1}= & \frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right) \\
= & \frac{1}{N T} \sum_{i=1}^{N}\left(\varepsilon_{i}+\boldsymbol{e}_{i}+\boldsymbol{R}_{i}(\tilde{\gamma}-\hat{\gamma})+\boldsymbol{F}^{0} \lambda_{i}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right)^{\tau} \\
& \times\left(\boldsymbol{\varepsilon}_{i}+\boldsymbol{e}_{i}+\boldsymbol{R}_{i}(\tilde{\gamma}-\hat{\gamma})+\boldsymbol{F}^{0} \lambda_{i}-\hat{\boldsymbol{F}} \hat{\lambda}_{i}\right) \\
= & \frac{1}{N T} \sum_{i=1}^{N}\left(\varepsilon_{i}+\boldsymbol{e}_{i}+\boldsymbol{R}_{i}(\tilde{\gamma}-\hat{\gamma})+\left(\boldsymbol{F}^{0} H-\hat{\boldsymbol{F}}\right) H^{-1} \lambda_{i}-\hat{\boldsymbol{F}}\left(\hat{\lambda}_{i}-H^{-1} \lambda_{i}\right)\right)^{\tau} \\
& \times\left(\varepsilon_{i}+\boldsymbol{e}_{i}+\boldsymbol{R}_{i}(\tilde{\gamma}-\hat{\gamma})+\left(\boldsymbol{F}^{0} H-\hat{\boldsymbol{F}}\right) H^{-1} \lambda_{i}-\hat{\boldsymbol{F}}\left(\hat{\lambda}_{i}-H^{-1} \lambda_{i}\right)\right) \\
= & \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}+o_{P}(1) .
\end{aligned}
$$

Thus, it suffices to show that, with probability tending to one, $\frac{1}{N T} \sum_{i=1}^{N} \varepsilon_{i}^{\tau} \varepsilon_{i}$ is bounded away from zero and infinity. By Assumption (A8), we have

$$
\begin{aligned}
\operatorname{Var}\left(\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}\right) & =\frac{1}{N^{2} T^{2}} \operatorname{Cov}\left(\sum_{i=1}^{N} \sum_{t=1}^{T} \varepsilon_{i t}^{2}, \sum_{j=1}^{N} \sum_{s=1}^{T} \varepsilon_{j s}^{2}\right) \\
& =\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{t=1}^{T} \sum_{s=1}^{T} \operatorname{Cov}\left(\varepsilon_{i t}^{2}, \varepsilon_{j s}^{2}\right) \rightarrow 0 .
\end{aligned}
$$

The Chebyshev inequality then implies that, as $N \rightarrow \infty$ and $T \rightarrow \infty$,

$$
\frac{1}{N T} \sum_{i=1}^{N} \varepsilon_{i}^{\tau} \varepsilon_{i}-E\left(\frac{1}{N T} \sum_{i=1}^{N} \varepsilon_{i}^{\tau} \varepsilon_{i}\right) \rightarrow 0
$$

in probability. Since $E\left(\varepsilon_{i t}^{2}\right)$ is bounded away from 0 and infinity, the result follows.

## S3 Appendix C: Some lemmas and their proofs

In order to prove Theorems 1-6, we provide Lemmas 1-7 in Appendix C.

Lemma 1 Let $\rho_{\min }$ and $\rho_{\max }$ be the minimum and maximum eigenvalues of $L_{N} D(\boldsymbol{F})$ respectively. Then there exist two positive constants $M_{3}$ and $M_{4}$ such that $M_{3} \leq \rho_{\min } \leq \rho_{\max } \leq M_{4}$.

Proof The proof of Lemma 1 follows the same lines as Lemma A. 3 in Huang et al. (2004), Lemma 3.2 in He and Shi (1994), and Lemma 3 in Tang and Cheng (2009). We hence omit the proof of Lemma 1.

Lemma 2 Assume that assumptions (A1), (A2), (A4)-(A8) hold. We have

$$
\begin{aligned}
& \sup _{\boldsymbol{F}}\left\|\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}\right\|=o_{P}(1), \\
& \sup _{\boldsymbol{F}}\left\|\frac{1}{N T} \sum_{i=1}^{N} \lambda_{i}^{\tau} \boldsymbol{F}^{\tau} M_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}\right\|=o_{P}(1), \\
& \sup _{\boldsymbol{F}}\left\|\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i}^{\tau} P_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}\right\|=o_{P}(1) .
\end{aligned}
$$

Proof Using $P_{\boldsymbol{F}}=\boldsymbol{F} \boldsymbol{F}^{\tau} / T$, we have

$$
\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}=\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} \boldsymbol{\varepsilon}_{i}-\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} P_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}
$$

By Assumptions (A1) and (A8), together with the properties of B-spline, it is easy to show that $\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} \varepsilon_{i}=O_{P}\left((N T)^{-1 / 2}\right)=o_{P}(1)$. Now we
show that $\sup _{\boldsymbol{F}} \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} P_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}=o_{P}(1)$. Note that

$$
\begin{align*}
\frac{1}{N T}\left\|\sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} P_{\boldsymbol{F}} \varepsilon_{i}\right\| & =\left\|\frac{1}{N} \sum_{i=1}^{N}\left(\frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}}{T}\right) \frac{1}{T} \sum_{t=1}^{T} F_{t} \varepsilon_{i t}\right\| \\
& \leq \frac{1}{N} \sum_{i=1}^{N}\left\|\frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}}{T}\right\| \cdot\left\|\frac{1}{T} \sum_{t=1}^{T} F_{t} \varepsilon_{i t}\right\| . \tag{C.1}
\end{align*}
$$

By $T^{-1 / 2}\|\boldsymbol{F}\|=\sqrt{r}$, we have $T^{-1}\left\|\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}\right\| \leq T^{-1}\left\|\boldsymbol{R}_{i}\right\|\|\boldsymbol{F}\|=\sqrt{r} T^{-1 / 2}\left\|\boldsymbol{R}_{i}\right\|$. By Cauchy-Schwarz inequality, (C.1) is bounded above by

$$
\sqrt{r}\left(\frac{1}{N} \sum_{i=1}^{N} \frac{1}{T} \sum_{t=1}^{T}\left\|R_{i t}\right\|^{2}\right)^{1 / 2}\left(\frac{1}{N} \sum_{i=1}^{N}\left\|\frac{1}{T} \sum_{t=1}^{T} F_{t} \varepsilon_{i t}\right\|^{2}\right)^{1 / 2} .
$$

By $T^{-1 / 2}\left\|\boldsymbol{R}_{i}\right\|=O_{P}(1)$, the first term of the above expression is of order $O_{P}(1)$. Similarly to the proof of Lemma A. 1 in Bai (2009), it is easy to show that the order of the second term is $o_{P}(1)$ uniformly in $\boldsymbol{F}$.

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N}\left\|\frac{1}{T} \sum_{t=1}^{T} F_{t} \varepsilon_{i t}\right\|^{2}= & \operatorname{tr}\left(\frac{1}{N} \sum_{i=1}^{N} \frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T} F_{t} F_{s}^{\tau} \varepsilon_{i t} \varepsilon_{i s}\right) \\
= & \operatorname{tr}\left(\frac{1}{N} \sum_{i=1}^{N} \frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T} F_{t} F_{s}^{\tau}\left[\varepsilon_{i t} \varepsilon_{i s}-E\left(\varepsilon_{i t} \varepsilon_{i s}\right)\right]\right) \\
& +\operatorname{tr}\left(\frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T} F_{t} F_{s}^{\tau} \frac{1}{N} \sum_{i=1}^{N} E\left(\varepsilon_{i t} \varepsilon_{i s}\right)\right)
\end{aligned}
$$

Note that $T^{-1} \sum_{t=1}^{T}\left\|F_{t}\right\|^{2}=\left\|\boldsymbol{F}^{\tau} \boldsymbol{F} / T\right\|=r$. By Cauchy-Schwarz inequality and Assumption (A8), we obtain that

$$
\begin{aligned}
& \operatorname{tr}\left(\frac{1}{N} \sum_{i=1}^{N} \frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T} F_{t} F_{s}^{\tau}\left[\varepsilon_{i t} \varepsilon_{i s}-E\left(\varepsilon_{i t} \varepsilon_{i s}\right)\right]\right) \\
\leq & \left(\frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T}\left\|F_{t}\right\|^{2}\left\|F_{s}\right\|^{2}\right)^{1 / 2} N^{-1 / 2}\left(\frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T}\left[\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left[\varepsilon_{i t} \varepsilon_{i s}-E\left(\varepsilon_{i t} \varepsilon_{i s}\right)\right]\right]^{2}\right)^{1 / 2} \\
= & r N^{-1 / 2} O_{P}(1)
\end{aligned}
$$

Next, by Assumption (A8)(ii), we have $\left|N^{-1} \sum_{i=1}^{N} \sigma_{i i, t s}\right| \leq \varrho_{t s}$, where $\sigma_{i i, t s}=$ $E\left(\varepsilon_{i t} \varepsilon_{i s}\right)$. Again using the Cauchy-Schwarz inequality,

$$
\begin{aligned}
& \operatorname{tr}\left(\frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T} F_{t} F_{s}^{\tau} \frac{1}{N} \sum_{i=1}^{N} E\left(\varepsilon_{i t} \varepsilon_{i s}\right)\right) \\
\leq & \left(\frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T}\left\|F_{t}\right\|^{2}\left\|F_{s}\right\|^{2}\right)^{1 / 2}\left(\frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T} \varrho_{t s}^{2}\right)^{1 / 2} \\
\leq & r T^{-1 / 2} C\left(\frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} \varrho_{t s}\right)^{1 / 2} \\
= & r O\left(T^{-1 / 2}\right) .
\end{aligned}
$$

This shows that

$$
\sup _{\boldsymbol{F}}\left\|\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}} \boldsymbol{\varepsilon}_{i}\right\|=O_{P}\left((N T)^{-1 / 2}\right)=o_{P}(1) .
$$

The proofs of the second and third results are similar to the proof of the first one, and hence are omitted.

Lemma 3 Assume that assumptions (A1)-(A9) hold. For ease of notation, let $H=\left(\Lambda^{\tau} \Lambda / N\right)\left(\boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} / T\right) V_{N T}^{-1}$. We have
(i) $T^{-1 / 2}\left\|\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right\|=O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\boldsymbol{\gamma}}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$,
(ii) $T^{-1} \boldsymbol{F}^{0 \tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$,
(iii) $T^{-1} \hat{\boldsymbol{F}}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$,
(iv) $T^{-1} \boldsymbol{R}_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$, for all $j$,
(v) $\frac{1}{N T} \sum_{j=1}^{N} \boldsymbol{R}_{j}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$,
(vi) $H H^{\tau}-\left(T^{-1} \boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}\right)^{-1}=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$.

Proof (i) Note that $\hat{\boldsymbol{F}} V_{N T}=\left[\frac{1}{N T} \sum_{i=1}^{N}\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}\right)\left(\boldsymbol{Y}_{i}-\boldsymbol{R}_{i} \hat{\boldsymbol{\gamma}}\right)^{\tau}\right] \hat{\boldsymbol{F}}$ and

$$
\begin{equation*}
\sup _{u \in \mathcal{U}}\left|R e_{k}(u)\right| \leq M L_{k}^{-d}, \quad k=1, \ldots, p \tag{C.2}
\end{equation*}
$$

In addition, noting that $\boldsymbol{Y}_{i}=\boldsymbol{R}_{i} \widetilde{\boldsymbol{\gamma}}+\boldsymbol{F}^{0} \lambda_{i}+\boldsymbol{\varepsilon}_{i}+\boldsymbol{e}_{i}$, for $i=1, \ldots, N$, we have the following expansion:

$$
\begin{aligned}
\hat{\boldsymbol{F}} V_{N T}= & \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}})(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}})^{\tau} \boldsymbol{R}_{i}^{\tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}}) \lambda_{i}^{\tau} \boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} \\
& +\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}}) \boldsymbol{\varepsilon}_{i}^{\tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{F}^{0} \lambda_{i}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}})^{\tau} \boldsymbol{R}_{i}^{\tau} \hat{\boldsymbol{F}} \\
& +\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}})^{\tau} \boldsymbol{R}_{i}^{\tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{F}^{0} \lambda_{i} \boldsymbol{\varepsilon}_{i}^{\tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i} \lambda_{i}^{\tau} \boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} \\
& +\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i} \varepsilon_{i}^{\tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}}) \boldsymbol{e}_{i}^{\tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{e}_{i}(\widetilde{\boldsymbol{\gamma}}-\hat{\boldsymbol{\gamma}})^{\tau} \boldsymbol{R}_{i}^{\tau} \hat{\boldsymbol{F}} \\
& +\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{F}^{0} \lambda_{i} \boldsymbol{e}_{i}^{\tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{e}_{i} \lambda_{i}^{\tau} \boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}}+\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{\varepsilon}_{i} e_{i}^{\tau} \hat{\boldsymbol{F}} \\
=: & B_{1}+B_{2}+B_{3}+\cdots+B_{16},
\end{aligned}
$$

where $B_{16}=\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{F}^{0} \lambda_{i} \lambda_{i}^{\tau} \boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}}=\boldsymbol{F}^{0}\left(\Lambda^{\tau} \Lambda / N\right)\left(\boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} / T\right)$. This leads to

$$
\begin{equation*}
\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H=\left(B_{1}+B_{2}+\cdots+B_{15}\right) V_{N T}^{-1} \tag{C.3}
\end{equation*}
$$

Noting that $T^{-1 / 2}\|\hat{\boldsymbol{F}}\|=\sqrt{r}$ and $\left\|\boldsymbol{R}_{i}\right\|=O_{P}\left(T^{1 / 2}\right)$, we have

$$
\begin{aligned}
& T^{-1 / 2}\left\|B_{1}\right\| \leq \frac{1}{N} \sum_{i=1}^{N}\left(\frac{\left\|\boldsymbol{R}_{i}\right\|^{2}}{T}\right)\|\hat{\gamma}-\widetilde{\gamma}\|^{2} \sqrt{r}=O_{P}\left(\|\hat{\gamma}-\widetilde{\gamma}\|^{2}\right)=o_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) \\
& T^{-1 / 2}\left\|B_{2}\right\| \leq \frac{1}{N} \sum_{i=1}^{N}\left(\frac{\left\|\boldsymbol{R}_{i}\right\|}{\sqrt{T}}\right)\|\hat{\gamma}-\widetilde{\gamma}\|\left\|\lambda_{i}\right\|\left\|\boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} / T\right\|=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)
\end{aligned}
$$

Using the same argument, it is easy to show that $T^{-1 / 2}\left\|B_{l}\right\|=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)$, for $l=3,4$ and 5 , and $T^{-1 / 2}\left\|B_{l}\right\|=O_{P}\left(\delta_{N T}^{-1}\right)$, for $l=6,7$ and 8 . For $B_{9}$, using the same argument, and by (C.2) and Assumption (A1), we have

$$
\begin{aligned}
T^{-1 / 2}\left\|B_{9}\right\| & \leq T^{-1 / 2} \frac{1}{N} \sum_{i=1}^{N}\left(\frac{\left\|\boldsymbol{R}_{i}\right\|}{\sqrt{T}}\right)\|\hat{\gamma}-\widetilde{\gamma}\|\left(\frac{\|\hat{\boldsymbol{F}}\|}{\sqrt{T}}\right) \sqrt{\sum_{t=1}^{T} e_{i t}^{2}} \\
& \leq O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) \cdot M \zeta_{L d}^{1 / 2}
\end{aligned}
$$

Similarly, we can prove that $T^{-1 / 2}\left\|B_{10}\right\|=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) \cdot M \zeta_{L d}^{1 / 2}$. For $B_{11}$, we have

$$
T^{-1 / 2}\left\|B_{11}\right\| \leq T^{-1 / 2} \frac{1}{N} \sum_{i=1}^{N}\left(\frac{\left\|\boldsymbol{F}^{0}\right\|}{\sqrt{T}}\right)\left\|\lambda_{i}\right\| \sqrt{r \sum_{t=1}^{T} e_{i t}^{2}}=O_{P}\left(\zeta_{L d}^{1 / 2}\right)
$$

Similarly, it yields that $T^{-1 / 2}\left\|B_{12}\right\|=O_{P}\left(\zeta_{L d}^{1 / 2}\right)$. For $B_{13}$, we have

$$
T^{-1 / 2}\left\|B_{13}\right\| \leq \frac{1}{N T} \sum_{i=1}^{N}\left\|\boldsymbol{\varepsilon}_{i}\right\| \sqrt{r \sum_{t=1}^{T} e_{i t}^{2}}=O_{P}\left(\zeta_{L d}^{1 / 2} \delta_{N T}^{-1}\right)
$$

Similarly, it yields that $T^{-1 / 2}\left\|B_{14}\right\|=O_{P}\left(\zeta_{L d}^{1 / 2} \delta_{N T}^{-1}\right)$. For $B_{15}$, we have

$$
T^{-1 / 2}\left\|B_{15}\right\| \leq \frac{1}{N T} \sum_{i=1}^{N}\left(\sum_{t=1}^{T} e_{i t}^{2}\right) \sqrt{r}=O_{P}\left(\zeta_{L d}\right)
$$

Following the same arguments as in the proof of Proposition A. 1 in Bai (2009), together with the above results, we have

$$
T^{-1 / 2}\left\|\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right\|=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)
$$

(ii) By (C.3), we have the following decomposition:

$$
T^{-1} \boldsymbol{F}^{0 \tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=T^{-1} \boldsymbol{F}^{0 \tau}\left(B_{1}+B_{2}+\cdots+B_{15}\right) V_{N T}^{-1} .
$$

Invoking the similar arguments as in the proof of Lemma A. 3 (i) in Bai (2009s) to the first eight terms, we can obtain that

$$
T^{-1} \boldsymbol{F}^{0 \tau}\left(B_{1}+B_{2}+\cdots+B_{8}\right) V_{N T}^{-1}=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)
$$

For the other terms, we can show that $T^{-1} \boldsymbol{F}^{0 \tau} B_{9} V_{N T}^{-1}$ and $T^{-1} \boldsymbol{F}^{0 \tau} B_{10} V_{N T}^{-1}$ are of order $O_{P}\left(\|\hat{\gamma}-\widetilde{\gamma}\| \zeta_{L d}^{1 / 2}\right), T^{-1} \boldsymbol{F}^{0 \tau} B_{11} V_{N T}^{-1}$ and $T^{-1} \boldsymbol{F}^{0 \tau} B_{12} V_{N T}^{-1}$ are of order $O_{P}\left(\zeta_{L d}^{1 / 2}\right), T^{-1} \boldsymbol{F}^{0 \tau} B_{13} V_{N T}^{-1}$ and $T^{-1} \boldsymbol{F}^{0 \tau} B_{14} V_{N T}^{-1}$ are of order $O_{P}\left(\zeta_{L d}^{1 / 2} \delta_{N T}^{-1}\right)$, and $T^{-1} \boldsymbol{F}^{0 \tau} B_{15} V_{N T}^{-1}=O_{P}\left(\zeta_{L d}\right)$. This finishes the proof of (ii).
(iii) By (i) and (ii) and some elementary calculations, we have

$$
\begin{aligned}
\left\|T^{-1} \hat{\boldsymbol{F}}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)\right\| & \leq T^{-1}\left\|\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right\|^{2}+\|H\| T^{-1}\left\|\boldsymbol{F}^{0 \tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)\right\| \\
& =O_{P}(\|\hat{\gamma}-\widetilde{\boldsymbol{\gamma}}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)
\end{aligned}
$$

(iv) The proof of (iv) is similar to that for (ii), and hence is omitted.
(v) Noting that $M_{\hat{\boldsymbol{F}}}=I_{T}-\hat{\boldsymbol{F}} \hat{\boldsymbol{F}}^{\tau} / T$, we have

$$
\begin{aligned}
& \frac{1}{N T} \sum_{j=1}^{N} \boldsymbol{R}_{j}^{\tau} M_{\hat{\boldsymbol{F}}}(\hat{\boldsymbol{F}}-\boldsymbol{F} H) \\
= & \frac{1}{N} \sum_{j=1}^{N} \frac{1}{T} \boldsymbol{R}_{j}^{\tau}(\hat{\boldsymbol{F}}-\boldsymbol{F} H)-\frac{1}{N} \sum_{j=1}^{N} \frac{\boldsymbol{R}_{j}^{\tau} \hat{\boldsymbol{F}}}{T} T^{-1} \hat{\boldsymbol{F}}^{\tau}(\hat{\boldsymbol{F}}-\boldsymbol{F} H) \\
= & I_{1}+I_{2} .
\end{aligned}
$$

Since $I_{1}$ is an average of $\frac{1}{T} \boldsymbol{R}_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)$ over $j$, it is easy to verify that $I_{1}=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$. For $I_{2}$, by (iii) we have

$$
\begin{aligned}
\left\|I_{2}\right\| & \leq \frac{1}{N} \sum_{j=1}^{N} \frac{\left\|\boldsymbol{R}_{j}\right\|}{\sqrt{T}} \sqrt{r}\left\|T^{-1} \hat{\boldsymbol{F}}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)\right\| \\
& =O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

This completes the proof of (v).
(vi) By (ii), we have

$$
\begin{align*}
& \boldsymbol{F}^{0 \tau} \hat{\boldsymbol{F}} / T-\left(\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0} / T\right) H \\
= & O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right) . \tag{C.4}
\end{align*}
$$

By (iii) and the fact that $\hat{\boldsymbol{F}}^{\tau} \hat{\boldsymbol{F}} / T=I_{r}$, we have

$$
\begin{equation*}
I_{r}-\left(\hat{\boldsymbol{F}}^{\tau} \boldsymbol{F}^{0} / T\right) H=O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right) \tag{C.5}
\end{equation*}
$$

Left-multiplying by $H^{\tau}$ in (C.4), and using the transpose for (C.5), we have

$$
I_{r}-H^{\tau}\left(\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0} / T\right) H=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right),
$$

which shows that (vi) holds.

Lemma 4 Assume that assumptions (A1)-(A9) hold. We have
(i) $\quad T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)$

$$
+O_{P}\left(\zeta_{L d}^{1 / 2} T^{-1 / 2}\right), \text { for all } j=1, \ldots, N
$$

(ii) $\frac{1}{T \sqrt{N}} \sum_{j=1}^{N} \varepsilon_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+N^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)$

$$
+O_{P}\left(N^{-1 / 2}\right)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)
$$

(iii) $\frac{1}{N T} \sum_{j=1}^{N} \lambda_{j} \varepsilon_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=(T N)^{-1 / 2} O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\boldsymbol{\gamma}}\|)+O_{P}\left(N^{-1}\right)$

$$
+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)
$$

Proof (i) By (C.3), we have

$$
\begin{equation*}
T^{-1} \varepsilon_{j}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)=T^{-1} \varepsilon_{j}^{\tau}\left(B_{1}+B_{2}+\cdots+B_{15}\right) V_{N T}^{-1} . \tag{C.6}
\end{equation*}
$$

Invoking the similar arguments as in the proof of Lemma A. 4 (i) in Bai (2009s) to the first eight terms, we can obtain that

$$
T^{-1} \varepsilon_{j}^{\tau}\left(B_{1}+B_{2}+\cdots+B_{8}\right) V_{N T}^{-1}=T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)
$$

For the other terms in (C.6), similarly to the proof of (i) in Lemma 3, we only need to show that the dominant terms $T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau} B_{11} V_{N T}^{-1}$ and $T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau} B_{12} V_{N T}^{-1}$ are the same order as $O_{P}\left(\zeta_{L d}^{1 / 2} T^{-1 / 2}\right)$. For $T^{-1} \varepsilon_{j}^{\tau} B_{11} V_{N T}^{-1}$, we have

$$
\left\|T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau} B_{11} V_{N T}^{-1}\right\| \leq \frac{1}{\sqrt{T}} \frac{\left\|\boldsymbol{\varepsilon}_{j}^{\tau} \boldsymbol{F}^{0}\right\|}{\sqrt{T}} \frac{1}{N \sqrt{T}} \sum_{i=1}^{N}\left\|\lambda_{i}\right\|\left\|V_{N T}^{-1}\right\| \sqrt{r \sum_{t=1}^{T} e_{i t}^{2}}=O_{P}\left(\zeta_{L d}^{1 / 2} T^{-1 / 2}\right)
$$

This leads to $T^{-1 / 2}\left\|\boldsymbol{\varepsilon}_{j}^{\tau} \boldsymbol{F}^{0}\right\|=O_{P}(1)$. Similarly, $\left\|T^{-1} \boldsymbol{\varepsilon}_{j}^{\tau} B_{12} V_{N T}^{-1}\right\|=O_{P}\left(\zeta_{L d}^{1 / 2} T^{-1 / 2}\right)$.
Thus, we finish the proof of (i).
(ii) By $\boldsymbol{F}^{0}-\hat{\boldsymbol{F}} H^{-1}=-\left(B_{1}+B_{2}+\cdots+B_{15}\right) G$, we have

$$
\begin{aligned}
\frac{1}{T \sqrt{N}} \sum_{j=1}^{N} \boldsymbol{\varepsilon}_{j}^{\tau}\left(\hat{\boldsymbol{F}} H^{-1}-\boldsymbol{F}^{0}\right) & =\frac{1}{T \sqrt{N}} \sum_{j=1}^{N} \boldsymbol{\varepsilon}_{j}^{\tau}\left(B_{1}+B_{2}+\cdots+B_{15}\right) G \\
& =: a_{1}+\cdots+a_{15}
\end{aligned}
$$

Next we derive the orders of the fifteen terms, respectively. For the first four terms, we have

$$
\begin{aligned}
\left\|a_{1}\right\| & \leq T^{-1 / 2}\|G\|\left(\frac{1}{N} \sum_{i=1}^{N}\left\|\frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} \varepsilon_{j t} R_{i t}\right\|\left(\frac{\left\|\boldsymbol{R}_{i}\right\|^{2}}{T}\right)\right)\|\hat{\gamma}-\widetilde{\gamma}\|^{2} \\
& =T^{-1 / 2} O_{P}\left(\|\hat{\gamma}-\widetilde{\gamma}\|^{2}\right), \\
a_{2} & =\frac{1}{N T} \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \sum_{i=1}^{N} \varepsilon_{j}^{\tau} \boldsymbol{R}_{i}(\widetilde{\gamma}-\hat{\gamma}) \lambda_{i}^{\tau}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \\
& =\frac{1}{\sqrt{T}} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} \varepsilon_{j t} R_{i t}(\widetilde{\boldsymbol{\gamma}}-\hat{\gamma}) \lambda_{i}^{\tau}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \\
& =T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|),
\end{aligned}
$$

$$
\begin{aligned}
\left\|a_{3}\right\| & \leq T^{-1 / 2}\|G\|\left(\frac{1}{N} \sum_{i=1}^{N}\left\|\frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} \varepsilon_{j t} R_{i t}\right\|\left(\frac{\left\|\varepsilon_{i}\right\|^{2}}{T}\right)\right)\|\hat{\gamma}-\widetilde{\gamma}\| \\
& =T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) \\
\left\|a_{4}\right\| & \leq T^{-1 / 2}\|G\|\left\|\frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} \varepsilon_{j t} F_{t}^{\tau}\right\|\left\|\frac{1}{N} \sum_{i=1}^{N}\left(\frac{\boldsymbol{R}_{i}^{\tau} \hat{\boldsymbol{F}}}{T}\right)\right\|\left\|\lambda_{i}\right\|\|\hat{\gamma}-\widetilde{\gamma}\| \\
& =T^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) .
\end{aligned}
$$

For $a_{5}$, let $\boldsymbol{W}_{i}=\boldsymbol{R}_{i}^{\tau} \hat{\boldsymbol{F}} / T$. It is easy to verify that $\left\|\boldsymbol{W}_{i}\right\|^{2} \leq\left\|\boldsymbol{R}_{i}\right\|^{2} / T=$ $O_{P}(1)$. Further,

$$
\begin{aligned}
a_{5} & =\frac{1}{N T} \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \sum_{i=1}^{N} \varepsilon_{j}^{\tau} \varepsilon_{i}(\widetilde{\gamma}-\hat{\gamma})^{\tau} \boldsymbol{W}_{i} G \\
& =\frac{1}{\sqrt{N}} \frac{1}{T} \sum_{t=1}^{T}\left(\frac{1}{\sqrt{N}} \sum_{j=1}^{N} \varepsilon_{j t}\right)\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \varepsilon_{i t}(\widetilde{\gamma}-\hat{\gamma})^{\tau} \boldsymbol{W}_{i}\right) G \\
& =N^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) .
\end{aligned}
$$

For $a_{6}$, we have

$$
\begin{aligned}
a_{6} & =\frac{1}{N T^{2}} \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \boldsymbol{\varepsilon}_{j}^{\tau} \boldsymbol{F}^{0} \sum_{i=1}^{N} \lambda_{i} \varepsilon_{i}^{\tau} \hat{\boldsymbol{F}} G \\
& =\frac{1}{N T^{2}} \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \varepsilon_{j}^{\tau} \boldsymbol{F}^{0} \sum_{i=1}^{N} \lambda_{i} \varepsilon_{i}^{\tau} \boldsymbol{F}^{0} H G+\frac{1}{N T^{2}} \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \varepsilon_{j}^{\tau} \boldsymbol{F}^{0} \sum_{i=1}^{N} \lambda_{i} \varepsilon_{i}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right) G \\
& =: a_{6.1}+a_{6.2} .
\end{aligned}
$$

By the proof of Lemma A. 4 in Bai (2009s), $a_{6.1}=O_{P}\left(T^{-1} N^{-1 / 2}\right)$. Also,

$$
a_{6.2}=T^{-1 / 2}\left(\frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} \varepsilon_{j t} F_{t}^{0 \tau}\right) \frac{1}{N T} \sum_{i=1}^{N} \lambda_{i} \varepsilon_{i}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right) G .
$$

By (i) of Lemma 3 and some elementary calculations, we have

$$
\begin{aligned}
\left\|a_{6.2}\right\| & \leq T^{-1 / 2} O_{P}(1) \frac{1}{N} \sum_{i=1}^{N}\left\|\lambda_{i}\right\|\left\|T^{-1 / 2} \varepsilon_{i}\right\| \frac{\left\|\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right\|}{\sqrt{T}}\|G\| \\
& =T^{-1 / 2}\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]
\end{aligned}
$$

Since $a_{7}$ and $a_{8}$ have the same structures as $a_{7}$ and $a_{8}$ in Bai (2009s), we can prove that $a_{7}=O_{P}\left(N^{-1 / 2}\right)$ and $a_{8}=O_{P}\left(T^{-1}\right)+O_{P}\left((N T)^{-1 / 2}\right)+$ $N^{-1 / 2}\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]$. For $a_{9}$, by (C.2) we have

$$
\begin{aligned}
\left\|a_{9}\right\| & \leq \frac{1}{\sqrt{T}} \frac{1}{N} \sum_{i=1}^{N}\left\|\frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} \varepsilon_{j t} R_{i t}\right\| T^{-1 / 2} \sqrt{r \sum_{t=1}^{T} e_{i t}^{2} \| \hat{\gamma}}-\widetilde{\gamma}\| \| G \| \\
& =T^{-1 / 2} O_{P}\left(\|\hat{\gamma}-\widetilde{\gamma}\| \zeta_{L d}^{1 / 2}\right)
\end{aligned}
$$

Similarly, $a_{10}=T^{-1 / 2} O_{P}\left(\|\hat{\gamma}-\widetilde{\gamma}\| \zeta_{L d}^{1 / 2}\right)$. For $a_{11}$, we have

$$
\begin{aligned}
\left\|a_{11}\right\| & \leq T^{-1 / 2}\left\|\frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} \varepsilon_{j t} F_{t}^{\tau}\right\| \frac{1}{N} \sum_{i=1}^{N}\left\|\lambda_{i}\right\| T^{-1 / 2} \sqrt{r \sum_{t=1}^{T} e_{i t}^{2}\|G\|} \\
& =T^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)
\end{aligned}
$$

For $a_{12}$, we have

$$
\begin{aligned}
a_{12} & =\frac{1}{\sqrt{N}} \frac{1}{N T} \sum_{j=1}^{N} \sum_{i=1}^{N} \varepsilon_{j}^{\tau} \boldsymbol{e}_{i} \lambda_{i}^{\tau}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \\
& =\frac{1}{T} \sum_{t=1}^{T}\left[\left(\frac{1}{\sqrt{N}} \sum_{j=1}^{N} \varepsilon_{j t}\right)\left(\frac{1}{N} \sum_{i=1}^{N} e_{i t} \lambda_{i}^{\tau}\right)\right]\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \\
& =O_{P}\left(\zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

For $a_{13}$, let $\widetilde{\boldsymbol{W}}_{i}=\boldsymbol{e}_{i}^{\tau} \hat{\boldsymbol{F}} / T$. Then we have $\left\|\widetilde{\boldsymbol{W}}_{i}\right\|=\left\|\boldsymbol{e}_{i}\right\| \sqrt{r} / \sqrt{T}=O_{P}\left(\zeta_{L d}^{1 / 2}\right)$ and

$$
\begin{aligned}
a_{13} & =\frac{1}{\sqrt{N}} \frac{1}{T} \sum_{t=1}^{T}\left[\left(\frac{1}{\sqrt{N}} \sum_{j=1}^{N} \varepsilon_{j t}\right)\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \varepsilon_{i t} \widetilde{\boldsymbol{W}}_{i}\right)\right] G \\
& =N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

Finally, we can obtain that

$$
a_{14}=N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right) \text { and } a_{15}=O_{P}\left(\zeta_{L d}\right)
$$

Summarizing the above results, we finish the proof of (ii).
(iii) Part (iii) follows immediately from (ii) by noting that the presence of $\lambda_{j}$ does not alter the results.

Lemma 5 Assume that assumptions (A1)-(A9) hold. We have

$$
\begin{aligned}
& \frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\varepsilon_{j} \varepsilon_{j}^{\tau}-\Omega_{j}\right) \hat{\boldsymbol{F}} G \lambda_{i} \\
= & O_{P}(1 /(T \sqrt{N}))+(N T)^{-1 / 2}\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] \\
& +\frac{1}{\sqrt{N}}\left[O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]^{2} .
\end{aligned}
$$

Proof Some elementary calculations yield that

$$
\begin{aligned}
& \frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}\left(\varepsilon_{j} \varepsilon_{j}^{\tau}-\Omega_{j}\right) \hat{\boldsymbol{F}} G \lambda_{i} \\
= & \frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(\varepsilon_{j} \boldsymbol{\varepsilon}_{j}^{\tau}-\Omega_{j}\right) \hat{\boldsymbol{F}} G \lambda_{i} \\
& -\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(\frac{\hat{\boldsymbol{F}} \hat{\boldsymbol{F}}^{\tau}}{T}\right)\left(\varepsilon_{j} \boldsymbol{\varepsilon}_{j}^{\tau}-\Omega_{j}\right) \hat{\boldsymbol{F}} G \lambda_{i} \\
= & I+I I .
\end{aligned}
$$

For the first term, by some basic calculations we have

$$
\begin{aligned}
I= & \frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(\varepsilon_{j} \varepsilon_{j}^{\tau}-\Omega_{j}\right) \boldsymbol{F}^{0} H G \lambda_{i} \\
& +\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(\varepsilon_{j} \varepsilon_{j}^{\tau}-\Omega_{j}\right)\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right) G \lambda_{i} \\
= & I_{1}+I_{2} .
\end{aligned}
$$

For $I_{1}$, invoking Lemma A. 2 (i) in Bai (2009) and Assumption (A8)(iv), it
is easy to show that

$$
\begin{aligned}
I_{1} & =\frac{1}{N^{2} T^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N}\left\{\sum_{t=1}^{T} \sum_{s=1}^{T} R_{i t}\left[\varepsilon_{j t} \varepsilon_{j s}-E\left(\varepsilon_{j t} \varepsilon_{j s}\right)\right] F_{s}^{0 \tau} H G \lambda_{i}\right\} \\
& =\frac{1}{T \sqrt{N}} \frac{1}{N} \sum_{i=1}^{N}\left\{\frac{1}{\sqrt{N}} \sum_{j=1}^{N} \frac{1}{T} R_{i t}\left[\varepsilon_{j t} \varepsilon_{j s}-E\left(\varepsilon_{j t} \varepsilon_{j s}\right)\right] F_{s}^{0 \tau}\right\} H G \lambda_{i} \\
& =O_{P}\left(\frac{1}{T \sqrt{N}}\right) .
\end{aligned}
$$

Let

$$
a_{s}=\frac{1}{\sqrt{N T}} \sum_{j=1}^{N} \sum_{t=1}^{T} R_{i t}\left[\varepsilon_{j t} \varepsilon_{j s}-E\left(\varepsilon_{j t} \varepsilon_{j s}\right)\right]=O_{P}(1)
$$

Then we have

$$
I_{2}=\frac{1}{\sqrt{N T}} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{T} \sum_{s=1}^{T} a_{s}\left(\hat{F}_{s}-F_{s}^{0} H\right)^{\tau} G \lambda_{i}
$$

By Cauchy-Schwarz inequality and Lemma 3 (i), we have

$$
\begin{aligned}
\left\|\frac{1}{T} \sum_{s=1}^{T} a_{s}\left(\hat{F}_{s}-F_{s}^{0} H\right)\right\| & \leq\left(\frac{1}{T} \sum_{s=1}^{T}\left\|a_{s}\right\|^{2}\right)^{1 / 2}\left(\frac{1}{T} \sum_{s=1}^{T}\left\|\hat{F}_{s}-F_{s}^{0} H\right\|^{2}\right)^{1 / 2} \\
& =O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)
\end{aligned}
$$

This leads to

$$
I_{2}=(N T)^{-1 / 2}\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]
$$

For the second term, by the similar proof of Lemma A. 4 (ii) in Bai
(2009), we have

$$
\begin{aligned}
\|I I\| \leq & \frac{1}{N} \sum_{i=1}^{N}\left\|\frac{\boldsymbol{R}_{i}^{\tau} \hat{\boldsymbol{F}}}{T}\right\|\left\|G \lambda_{i}\right\|\left\|\frac{1}{N T^{2}} \sum_{j=1}^{N} \hat{\boldsymbol{F}}^{\tau}\left(\varepsilon_{j} \varepsilon_{j}^{\tau}-\Omega_{j}\right) \hat{\boldsymbol{F}}\right\| \\
= & O_{P}(1)\left\|\frac{1}{N T^{2}} \sum_{j=1}^{N} \hat{\boldsymbol{F}}^{\tau}\left(\varepsilon_{j} \varepsilon_{j}^{\tau}-\Omega_{j}\right) \hat{\boldsymbol{F}}\right\| \\
= & O_{P}(1 /(T \sqrt{N}))+(N T)^{-1 / 2}\left[O_{P}(\|\hat{\boldsymbol{\gamma}}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] \\
& +\frac{1}{\sqrt{N}}\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]^{2} .
\end{aligned}
$$

Summarizing the above results, we finish the proof of Lemma 5 .

Lemma 6 Assume that assumptions (A1)-(A9) hold. We have

$$
\begin{aligned}
& \frac{1}{N T} \sum_{i=1}^{N}\left[\boldsymbol{R}_{i}^{\tau} M_{\hat{\boldsymbol{F}}}-\frac{1}{N} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{j}^{\tau} M_{\hat{\boldsymbol{F}}}\right] \boldsymbol{\varepsilon}_{i} \\
= & \frac{1}{N T} \sum_{i=1}^{N}\left[\boldsymbol{R}_{i}^{\tau} M_{\boldsymbol{F}^{0}}-\frac{1}{N} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{j}^{\tau} M_{\boldsymbol{F}^{0}}\right] \varepsilon_{i}+N^{-1} \xi_{N T}^{*}+N^{-1 / 2} O_{P}\left(\|\hat{\gamma}-\widetilde{\boldsymbol{\gamma}}\|^{2}\right) \\
& +(N T)^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right),
\end{aligned}
$$

where
$\xi_{N T}^{*}=-\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\left(\boldsymbol{R}_{i}-\boldsymbol{V}_{i}\right)^{\tau} \boldsymbol{F}^{0}}{T}\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right)=O_{P}(1)$,
with $\boldsymbol{V}_{i}=N^{-1} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{j}$.
Proof For the term $\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(M_{\boldsymbol{F}}-M_{\hat{\boldsymbol{F}}}\right) \boldsymbol{\varepsilon}_{i}$, we consider the following
decomposition:

$$
\begin{aligned}
M_{\boldsymbol{F}^{0}}-M_{\hat{\boldsymbol{F}}}= & P_{\hat{\boldsymbol{F}}}-P_{\boldsymbol{F}^{0}} \\
= & T^{-1}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right) H^{\tau} \boldsymbol{F}^{0 \tau}+T^{-1}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)^{\tau} \\
& +T^{-1} \boldsymbol{F}^{0} H\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)^{\tau} \\
& +T^{-1} \boldsymbol{F}^{0}\left[H H^{\tau}-\left(T^{-1} \boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}\right)^{-1}\right] \boldsymbol{F}^{0 \tau},
\end{aligned}
$$

for any invertible matrix $H$. Therefore, we have

$$
\begin{aligned}
& \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(M_{\boldsymbol{F}^{0}}-M_{\hat{\boldsymbol{F}}}\right) \boldsymbol{\varepsilon}_{i} \\
= & \frac{1}{N T} \sum_{i=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)}{T} H^{\tau} \boldsymbol{F}^{0 \tau} \boldsymbol{\varepsilon}_{i}+\frac{1}{N T} \sum_{i=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)}{T}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)^{\tau} \varepsilon_{i} \\
& +\frac{1}{N T} \sum_{i=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0} H}{T}\left(\hat{\boldsymbol{F}}-\boldsymbol{F}^{0} H\right)^{\tau} \boldsymbol{\varepsilon}_{i}+\frac{1}{N T} \sum_{i=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\left[H H^{\tau}-\left(T^{-1} \boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}\right)^{-1}\right] \boldsymbol{F}^{0 \tau} \boldsymbol{\varepsilon}_{i} \\
= & s_{1}+s_{2}+s_{3}+s_{4} .
\end{aligned}
$$

For $s_{1}$, noting that $\left(\hat{F}_{s}-H^{\tau} F_{s}^{0}\right)^{\tau} H^{\tau} F_{t}^{0}$ is scalar, we have

$$
s_{1}=\frac{1}{\sqrt{N T}} \frac{1}{T} \sum_{s=1}^{T}\left(\hat{F}_{s}-H^{\tau} F_{s}^{0}\right)^{\tau} H^{\tau}\left(\frac{1}{\sqrt{N T}} \sum_{i=1}^{N} \sum_{t=1}^{T} F_{t}^{0} R_{i s} \varepsilon_{i t}\right)
$$

Further, we can derive that

$$
\begin{aligned}
\left\|s_{1}\right\| & \leq \frac{1}{\sqrt{N T}}\left[\frac{1}{T} \sum_{s=1}^{T}\left\|\hat{F}_{s}-H^{\tau} F_{s}^{0}\right\|^{2}\right]^{1 / 2}\|H\|\left[\frac{1}{T} \sum_{s=1}^{T}\left\|\frac{1}{\sqrt{N T}} \sum_{i=1}^{N} \sum_{t=1}^{T} F_{t}^{0} R_{i s} \varepsilon_{i t}\right\|^{2}\right]^{1 / 2} \\
& =\frac{1}{\sqrt{N T}}\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] O_{P}(1) \\
& =o_{P}\left((N T)^{-1 / 2}\right)
\end{aligned}
$$

Similarly, we can obtain that

$$
s_{2}=\frac{1}{\sqrt{N}} \frac{1}{T^{2}} \sum_{s=1}^{T} \sum_{t=1}^{T}\left(\hat{F}_{s}-H^{\tau} F_{s}^{0}\right)^{\tau}\left(\hat{F}_{t}-H^{\tau} F_{t}^{0}\right)\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} R_{i s} \varepsilon_{i t}\right)
$$

and

$$
\begin{aligned}
\left\|s_{2}\right\| & \leq \frac{1}{\sqrt{N}}\left(\frac{1}{T} \sum_{t=1}^{T}\left\|\hat{F}_{t}-H^{\tau} F_{t}^{0}\right\|^{2}\right)\left(\frac{1}{T^{2}} \sum_{t=1}^{T} \sum_{s=1}^{T}\left\|\frac{1}{\sqrt{N}} \sum_{i=1}^{N} R_{i s} \varepsilon_{i t}\right\|^{2}\right)^{1 / 2} \\
& =\frac{1}{\sqrt{N}}\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-1}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right]^{2} O_{P}(1)
\end{aligned}
$$

For $s_{3}$, by some simple calculations we have

$$
\begin{aligned}
s_{3}= & \frac{1}{N T} \sum_{i=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T} H H^{\tau}\left(\hat{\boldsymbol{F}} H^{-1}-\boldsymbol{F}^{0}\right)^{\tau} \boldsymbol{\varepsilon}_{i} \\
= & \frac{1}{N T} \sum_{i=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\left(\hat{\boldsymbol{F}} H^{-1}-\boldsymbol{F}^{0}\right)^{\tau} \varepsilon_{i} \\
& +\frac{1}{N T} \sum_{i=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\left[H H^{\tau}-\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\right]\left(\hat{\boldsymbol{F}} H^{-1}-\boldsymbol{F}^{0}\right)^{\tau} \boldsymbol{\varepsilon}_{i} \\
= & s_{3.1}+s_{3.2} .
\end{aligned}
$$

Let $Q=H H^{\tau}-\left(\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0} / T\right)^{-1}$. By Lemma 4 (iii) and Lemma 3 (vi), we have

$$
\begin{aligned}
s_{3.2}= & \left(\frac{1}{N T} \sum_{i=1}^{N}\left[\varepsilon_{i}^{\tau}\left(\hat{\boldsymbol{F}} H^{-1}-\boldsymbol{F}^{0}\right) \otimes\left(\frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\right)\right]\right) \operatorname{vec}(Q) \\
= & {\left[(T N)^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(N^{-1}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] } \\
& \times\left[O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)\right] \\
= & N^{-1} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+N^{-1} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-4}\right)+N^{-1} O_{P}\left(\zeta_{L d}^{1 / 2}\right) .
\end{aligned}
$$

Similarly to the proof of $c_{1}$ in Lemma A. 8 in Bai (2009s), we have
$s_{3.1}=N^{-1} \psi_{N T}+(N T)^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right)$,
where
$\psi_{N T}=\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right)=O_{P}(1)$.

For $s_{4}$, note that $Q=H H^{\tau}-\left(\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0} / T\right)^{-1}$. Then,

$$
\begin{aligned}
s_{4} & =\frac{1}{N T} \sum_{i=1}^{N}\left[\varepsilon_{i}^{\tau} \boldsymbol{F}^{0} \otimes\left(\frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\right)\right] \operatorname{vec}(Q) \\
& =\frac{1}{\sqrt{N T}}\left[\frac{1}{\sqrt{N T}} \sum_{i=1}^{N} \sum_{t=1}^{T} F_{t}^{0} \varepsilon_{i t} \otimes\left(\frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\right)\right] \operatorname{vec}(Q) \\
& =o_{P}(1),
\end{aligned}
$$

by the facts that $\operatorname{vec}(Q)=O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right)$ and

$$
\frac{1}{\sqrt{N T}} \sum_{i=1}^{N} \sum_{t=1}^{T} F_{t}^{0} \varepsilon_{i t} \otimes\left(\frac{\boldsymbol{R}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\right)=O_{P}(1) .
$$

In summary, we have

$$
\begin{align*}
& \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(M_{\boldsymbol{F}^{0}}-M_{\hat{\boldsymbol{F}}}\right) \boldsymbol{\varepsilon}_{i} \\
= & N^{-1} \psi_{N T}+N^{-1 / 2} O_{P}\left(\|\hat{\gamma}-\widetilde{\gamma}\|^{2}\right)+(N T)^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) \\
& +N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right) . \tag{C.7}
\end{align*}
$$

Let $\boldsymbol{V}_{i}=N^{-1} \sum_{j=1}^{N} a_{i j} \boldsymbol{R}_{j}$. Replacing $\boldsymbol{R}_{i}$ with $\boldsymbol{V}_{i}$, by the same argument, we have

$$
\begin{align*}
& \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{V}_{i}^{\tau}\left(M_{\boldsymbol{F}^{0}}-M_{\hat{\boldsymbol{F}}}\right) \varepsilon_{i} \\
= & N^{-1} \psi_{N T}^{*}+N^{-1 / 2} O_{P}\left(\|\hat{\gamma}-\widetilde{\gamma}\|^{2}\right)+(N T)^{-1 / 2} O_{P}(\|\hat{\gamma}-\widetilde{\gamma}\|) \\
& +N^{-1 / 2} O_{P}\left(\delta_{N T}^{-2}\right)+N^{-1 / 2} O_{P}\left(\zeta_{L d}^{1 / 2}\right) \tag{C.8}
\end{align*}
$$

where $\psi_{N T}^{*}=O_{P}(1)$ is defined as

$$
\psi_{N T}^{*}=-\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\boldsymbol{V}_{i}^{\tau} \boldsymbol{F}^{0}}{T}\left(\frac{\boldsymbol{F}^{0 \tau} \boldsymbol{F}^{0}}{T}\right)^{-1}\left(\frac{\Lambda^{\tau} \Lambda}{N}\right)^{-1} \lambda_{j}\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{i t} \varepsilon_{j t}\right) .
$$

Letting $\xi_{N T}^{*}=\psi_{N T}-\psi_{N T}^{*}$, and together with (C.7) and (C.8), we finish the proof of Lemma 6.

Lemma 7 Assume that assumptions (A1)-(A9) hold. We have

$$
D(\hat{\boldsymbol{F}})^{-1}-D\left(\boldsymbol{F}^{0}\right)^{-1}=o_{P}(1)
$$

Proof Similarly to the proof of Lemma A. 7 (ii) in Bai (2009), we can show that

$$
\begin{equation*}
\left\|P_{\hat{\boldsymbol{F}}}-P_{\boldsymbol{F}}^{0}\right\|=O_{P}(\|\hat{\gamma}-\tilde{\gamma}\|)+O_{P}\left(\delta_{N T}^{-2}\right)+O_{P}\left(\zeta_{L d}^{1 / 2}\right) . \tag{C.9}
\end{equation*}
$$

This leads to

$$
\begin{aligned}
& D(\hat{\boldsymbol{F}})-D\left(\boldsymbol{F}^{0}\right) \\
= & \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(M_{\hat{\boldsymbol{F}}}-M_{\boldsymbol{F}^{0}}\right) \boldsymbol{R}_{i}-\frac{1}{T}\left[\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(M_{\hat{\boldsymbol{F}}}-M_{\boldsymbol{F}^{0}}\right) \boldsymbol{R}_{j} a_{i j}\right] \\
= & \frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(P_{\hat{\boldsymbol{F}}}-P_{\boldsymbol{F}^{0}}\right) \boldsymbol{R}_{i}-\frac{1}{T}\left[\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(P_{\hat{\boldsymbol{F}}}-P_{\boldsymbol{F}^{0}}\right) \boldsymbol{R}_{j} a_{i j}\right] .
\end{aligned}
$$

The norm of the first term in the above expression is bounded above by

$$
\left\|\frac{1}{N T} \sum_{i=1}^{N} \boldsymbol{R}_{i}^{\tau}\left(P_{\hat{\boldsymbol{F}}}-P_{\boldsymbol{F}^{0}}\right) \boldsymbol{R}_{i}\right\| \leq \frac{1}{N} \sum_{i=1}^{N}\left(\frac{\left\|\boldsymbol{R}_{i}\right\|^{2}}{T}\right)\left\|P_{\hat{\boldsymbol{F}}}-P_{\boldsymbol{F}^{0}}\right\|=o_{P}(1) .
$$

Similarly, the order of the second term is also $o_{P}(1)$. Noting that $[D(\hat{\boldsymbol{F}})+$ $\left.o_{P}(1)\right]^{-1}=D(\hat{\boldsymbol{F}})^{-1}+o_{P}(1)$, we complete the proof of Lemma 7.

## S4 Appendix D: Additive fixed effects model

In Appendix D, we also consider an important special case of model (1.2). By letting $\lambda_{i}=\left(\mu_{i}, 1\right)^{\tau}$ and $F_{t}=\left(1, \xi_{t}\right)^{\tau}$, model (1.2) reduces to the varyingcoefficient panel-data model with additive fixed effects:

$$
\begin{equation*}
Y_{i t}=X_{i t}^{\tau} \boldsymbol{\beta}\left(U_{i t}\right)+\mu_{i}+\xi_{t}+\varepsilon_{i t}, i=1, \ldots, N, t=1, \ldots, T \tag{D.1}
\end{equation*}
$$

Similar to (2.3), for the purpose of identification, we assume that

$$
\begin{equation*}
\sum_{i=1}^{N} \mu_{i}=0 \quad \text { and } \quad \sum_{t=1}^{T} \xi_{t}=0 \tag{D.2}
\end{equation*}
$$

Invoking (2.1), we have

$$
\begin{equation*}
Y_{i t} \approx \sum_{k=1}^{p} \sum_{l=1}^{L_{k}} \gamma_{k l} X_{i t, k} B_{k l}\left(U_{i t}\right)+\mu_{i}+\xi_{t}+\varepsilon_{i t} . \tag{D.3}
\end{equation*}
$$

Note that, if we further assume that $\sum_{t=1}^{T} \xi_{t}^{2}=T$, then $\boldsymbol{\gamma}$ can be estimated by the iteration procedure described in Section 2. However, we need to estimate the fixed effects $F_{t}$ and $\lambda_{i}$, where $i=1, \ldots, N$ and $t=1, \ldots, T$. In order to avoid estimating the fixed effects $F_{t}$ and $\lambda_{i}$, we propose to remove the unknown fixed effects by a least squares dummy variable method based on the identification condition (D.2). The estimation procedure is described in what follows.

Let $\mathbf{1}_{N}$ denote an $N \times 1$ vector with all elements being ones, $\boldsymbol{Y}=$ $\left(\boldsymbol{Y}_{1}^{\tau}, \ldots, \boldsymbol{Y}_{N}^{\tau}\right)^{\tau}, \mathbf{R}=\left(\boldsymbol{R}_{1}^{\tau}, \ldots, \boldsymbol{R}_{N}^{\tau}\right)^{\tau}, \boldsymbol{\varepsilon}=\left(\varepsilon_{1}^{\tau}, \ldots, \boldsymbol{\varepsilon}_{N}^{\tau}\right)^{\tau}, \boldsymbol{\mu}=\left(\mu_{2}, \ldots, \mu_{N}\right)^{\tau}$ and $\boldsymbol{\xi}=\left(\xi_{2}, \ldots, \xi_{T}\right)^{\tau}$. By the identification condition (D.2), we have

$$
\mathbf{D}=\left[-\mathbf{1}_{N-1} \quad I_{N-1}\right]^{\tau} \otimes \mathbf{1}_{T} \quad \text { and } \quad \mathbf{S}=\mathbf{1}_{N} \otimes\left[-\mathbf{1}_{T-1} \quad I_{T-1}\right]^{\tau}
$$

where $\otimes$ denotes the Kronecker product. Then model (D.3) can be rewritten as the matrix form:

$$
\boldsymbol{Y} \approx \mathbf{R} \gamma+\mathbf{D} \boldsymbol{\mu}+\mathbf{S} \boldsymbol{\xi}+\varepsilon
$$

Next, we solve the following optimization problem:

$$
\begin{equation*}
\min _{\gamma, \boldsymbol{\mu}, \boldsymbol{\xi}}(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma}-\mathbf{D} \boldsymbol{\mu}-\mathbf{S} \boldsymbol{\xi})^{\tau}(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma}-\mathbf{D} \boldsymbol{\mu}-\mathbf{S} \boldsymbol{\xi}) \tag{D.4}
\end{equation*}
$$

Taking partial derivatives of (D.4) with respect to $\boldsymbol{\mu}$ and $\boldsymbol{\xi}$, and setting them equal to zero, we have

$$
\begin{aligned}
& \mathbf{D}^{\tau}(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma}-\mathbf{D} \boldsymbol{\mu}-\mathbf{S} \boldsymbol{\xi})=0 \\
& \mathbf{S}^{\tau}(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma}-\mathbf{D} \boldsymbol{\mu}-\mathbf{S} \boldsymbol{\xi})=0
\end{aligned}
$$

By a simple calculation, we can obtain that

$$
\begin{aligned}
\tilde{\boldsymbol{\xi}} & =\left(\mathbf{S}^{\tau} \mathbf{S}\right)^{-1} \mathbf{S}^{\tau}(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma}) \\
\tilde{\boldsymbol{\mu}} & =\left(\mathbf{D}^{\tau} \mathbf{D}\right)^{-1} \mathbf{D}^{\tau}\left[\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma}-\mathbf{S}\left(\mathbf{S}^{\tau} \mathbf{S}\right)^{-1} \mathbf{S}^{\tau}(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma})\right]
\end{aligned}
$$

Replacing $\boldsymbol{\mu}$ and $\boldsymbol{\xi}$ in (D.4) by $\tilde{\boldsymbol{\mu}}$ and $\tilde{\boldsymbol{\xi}}$ respectively, the parameter $\boldsymbol{\gamma}$ can be estimated by minimizing $(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma})^{\tau} \boldsymbol{\Gamma}(\boldsymbol{Y}-\mathbf{R} \boldsymbol{\gamma})$, where $\boldsymbol{\Gamma}=\mathbf{H}\left(I_{N T}-\right.$ $\left.\mathbf{S}\left(\mathbf{S}^{\tau} \mathbf{S}\right)^{-1} \mathbf{S}^{\tau}\right)$ and $\mathbf{H}=I_{N T}-\mathbf{D}\left(\mathbf{D}^{\tau} \mathbf{D}\right)^{-1} \mathbf{D}^{\tau}$. Specifically, the least squares estimator of $\boldsymbol{\gamma}$ is

$$
\check{\boldsymbol{\gamma}}=\left(\mathbf{R}^{\tau} \boldsymbol{\Gamma}\right)^{-1} \mathbf{R}^{\tau} \boldsymbol{\Gamma} \boldsymbol{Y} .
$$

Then with the estimator $\check{\gamma}=\left(\check{\gamma}_{1}^{\tau}, \ldots, \check{\gamma}_{p}^{\tau}\right)^{\tau}$ of $\boldsymbol{\gamma}$, where $\check{\gamma}_{k}=\left(\check{\gamma}_{k 1}, \ldots, \check{\gamma}_{k L_{k}}\right)^{\tau}$, for $k=1, \ldots, p$, we can estimate $\beta_{k}(u)$ by

$$
\check{\beta}_{k}(u)=\sum_{l=1}^{L_{k}} \check{\gamma}_{k l} B_{k l}(u), \quad k=1, \ldots, p
$$

## S5 Appendix E: Simulation studies

In Appendix E, we consider the following varying-coefficient panel-data model with individual fixed effects:

$$
\begin{equation*}
Y_{i t}=X_{i t, 1} \beta_{1}\left(U_{i t}\right)+X_{i t, 2} \beta_{2}\left(U_{i t}\right)+\mu_{i}+\varepsilon_{i t}, \tag{E.1}
\end{equation*}
$$

where $\beta_{1}(u), \beta_{2}(u), U_{i t}$, and $\varepsilon_{i t}$ are the same as those in model (7.2). The regressors $X_{i t, 1}$ and $X_{i t, 2}$ are generated according to

$$
X_{i t, 1}=3+2 \mu_{i}+\eta_{i t, 1}, \quad X_{i t, 2}=3+2 \mu_{i}+\eta_{i t, 2}
$$

where $\eta_{i t, j} \sim N(0,1), j=1,2$, and the fixed effects are generated by

$$
\mu_{i} \sim N(0,1), \quad i=2, \ldots, N \quad \text { and } \quad \mu_{1}=-\sum_{i=2}^{N} \mu_{i}
$$

With 1000 repetitions, we report the simulation results in Table 5 and Figure 8, respectively.

Table 5: Finite sample performance of the estimators for model (E.1) with additive fixed effects.

|  |  | IFE |  |  | $\operatorname{LSDVE}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $T$ | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ |  | $\operatorname{AMSE}\left(\hat{\beta}_{1}\right)$ | $\operatorname{AMSE}\left(\hat{\beta}_{2}\right)$ |
| 100 | 15 | 0.0115 | 0.0118 |  | 0.0093 | 0.0095 |
| 100 | 30 | 0.0048 | 0.0058 |  | 0.0044 | 0.0050 |
| 100 | 60 | 0.0024 | 0.0023 |  | 0.0021 | 0.0020 |
| 100 | 100 | 0.0012 | 0.0013 |  | 0.0011 | 0.0011 |
| 60 | 100 | 0.0024 | 0.0025 |  | 0.0020 | 0.0021 |
| 30 | 100 | 0.0052 | 0.0053 |  | 0.0047 | 0.0046 |
| 15 | 100 | 0.0127 | 0.0110 |  | 0.0108 | 0.0101 |

From Table 5 and Figure 8 we can see that the interactive fixed effects estimators and the least squares dummy variable estimators are all consistent. The interactive fixed effects estimators remain valid even for the


Figure 8: Simulation results for model (E.1) when $N=100$, $T=60$. In each plot, the solid curves are for the true coefficient functions, the dashed curves are for the interactive fixed effects estimators, the dash-dotted curves are for the least squares dummy variable estimators.
general fixed effects model. However, they are less efficient than the least squares dummy variable estimators.
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