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ON NUMBER OF OCCURRENCES OF

SUCCESS RUNS OF SPECIFIED LENGTH
IN A TWO-STATE MARKOV CHAIN
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Abstract: Let Xi,Xa,...,X, be a time-homogeneous {0,1}-valued Markov chain.
The probability distribution of number of runs of “1” of length at least k in the
sequence X1, X2,...,X, is studied. The probability generating function and some

* characteristics of the distribution are given in a simple form. Another distribution of
number of runs of “1” of length k in the sequence by a different way of counting is
also investigated.
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1. Introduction

Let n and k be fixed positive integers such that n > k. In the usual Bernoulli
trials, the distributions of the number of success runs of length k were studied by
many authors. Feller (1968, Chapter XIII) defined a way of counting the number
of runs exactly of length k as counting the number from scratch every time a run
occurs. For example, the sequence SSS|SFSSS|SSS|F contains 3 success runs
of length 3. By adopting this definition, the distribution of the number of success
runs of length k until the nth trial could be studied as an application of renewal
theory. Exact and asymptotic properties of the distribution have been derived
even in the case of dependent trials (Feller (1968), Rajarshi (1974), Aki (1985),
Hirano (1986), Philippou and Makri (1986), Aki (1992), and Aki and Hirano
(1993)). A problem on the reliability of a system which is called “consecutive-
k-out-of-n: F' system” is closely related to this distribution (cf. Aki (1985) and
Hirano (1986)).

We note, however, that there can be different ways of counting the number
of success runs of length k. In the classical literature a “success run of length k”
meant an uninterrupted sequence of either exactly k, or of at least k, successes (cf.
Feller (1968)). Though Feller’s way of counting is suitable for deriving theoretical
results, it depends on the statistical problem which way of counting should be
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adopted. It seems that the distribution of the number of success runs of length
k or more until the nth trial is not yet known. This problem is important in
molecular biology because the distribution gives the probability that in matching
two sequences of DNA one observes a long region where both sequences agree.
In Goldstein (1990), a Poisson approximation of it was proposed. The number
of success runs of length 3 or more in the sequence SSSS|FSSSSSS|F is 2. In
Section 2, we obtain the exact distribution of the number of success runs of length
k or more until the nth trial.

Recently, Ling (1988) obtained a recurrence relation for the probability gen-
erating function (p.g.f.) of a new distribution of the number of success runs of
length k until the nth trial by another way of counting (see Section 3). The p.g.f.
of the distribution was given explicitly by Hirano, Aki, Kashiwagi and Kuboki
(1991). By Ling’s way of counting, the above sequence SSSSFSSSSSSF con-
tains 6 success runs of length 3. In Section 3, we consider the corresponding
distribution based on dependent trials.

Throughout the paper, we study the distributions of numbers of success runs
until the nth trial of the following time-homogeneous two-state Markov chain.
Let Xo, X1,X2,... be a time-homogeneous {0, 1}-valued Markov chain defined
by P(Xo =0) =po (0 < po < 1), P(Xpo=1)=p1=1-po,

P(Xiz1 = 0|X; =0) = poo, P(Xiy1=1|Xi= 0) = po1,
P(Xit1 = 0| X; = 1) = pio, P(Xiy1 = 11X, = 1) = p11, for 1=0,1,2,...

where pgo+po1 = 1 and p1o+p11 = 1. This contains the strongly stationary model
as a special case. Indeed, if po = p10/(po1 + p10) and p1 = po1/(po1 + P10), then
the Markov chain is strongly stationary (e.g., see Edwards (1960)). Of course,
the Markov chain contains the usual independent trials as a special case. The
distribution of the number of success runs until nth trial based on this Markov
chain by the usual (Feller’s) way of counting has been studied by Aki and Hirano
(1993).

In this paper we deal with two distributions. One is the distribution of the
number of success runs of length k or more until the nth trial. The other is the
distribution of the number of success runs of length k until the nth trial by Ling’s
overlapping way of counting.

2. Number of Success Runs of Length k or More

Let X be the number of runs of “1” of length k or more in the sequence
X1, X, ..., Xn. First we give the probability function heuristically. The proof is
straightforward. Here [a] denotes the largest integer not exceeding a.
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Theorem 1. Forz =0,1,2,...,[(n +1)/(k+ 1)},

k—1
P(X =z) = popr(z;n) +p1 _ piapropk(zsn —1 — 1)
1=0
n—1 )
+p1 Y phipropk(e — Lin — 1 — 1) + p1pTi b1z
1=k

where

pre(z;n) = P(X = z|Xo = 0)

_ ’“Z”:l 3 (m1+-~-+a:n>

m=0z;+2z2+ -+ NTp =Nn—mM Liy---3Tn
Thp1+ -+ Tn =2

x (Po0)®* (Porp10)%® - - - (Po1PTy 2p10)™" (P0rPTy )

+Z”: Z <x1+--~+mn>

m=k z1+2x24+ -+ NTp =N —M Tl Tn
Tpp1+ o FTa =z -1

x (poo)** (Po1P10)? - - - (PorP] *P10)™" (Porpy™ ),

and 61 1s Kronecker’s delta.
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(1)

(2)

Though Theorem 1 gives the probability function of the distribution of X,
the formula is not necessarily convenient for computation or for deriving charac-
teristics of the distribution analytically. So, we give a recurrence relation of the

conditional probabilities of X.

Let Bi(n,z) for ¢ = 0,1 be the conditional probability of z runs of “1” of
length k or more in the sequence X1,..., X given that Xo = 4. Conventionally
we define Bi(0,z) = 0 for z > 0. Considering where the first 0 occurs, we have

Proposition 1. The above conditional probabilities satisfy the following recur-

rence relation with o =0 and =0

(BYn,0)=1 if 0<n<k
Bi(n,0)=1 if 0<n<k
BY(n,0) = pooB(n — 1,0) + an_:zo po1Pp1oB(n —m —2,0) if n2>k
Bl(n,0) = p1oBY(n — 1,0) + Sn 2o Pl proBR(n — m = 2,0) if n>k
BY(n,z) = pooBY(n — 1,2) + X0 g porpiiproBY(n — m = 2,2)

+ 3 pupTipoBR(n—m ~ 2,2 -1~ a)

+porpl B0,z —1-0) ifn>kandz=12,..., 'I’—'_H]
Bi(n,z) = proBl(n — 1,2) + Lo lo Pli T proBR(n — m = 2,7)

+ Y P Bl —-m -2,z -1~ a)

+p B0,z —1-8) ifn>kandz=12,..., %ﬁ]
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The result is easily checked.
Next we give the conditional probability generating functions (p.g.f.). Set

n+1 n+1
(5] (5]
k41 k+1

Yn(t) = . B(n,z)t® and &n(t) = Y Biln,z)t".
=0 =0

Then, (3) implies
Proposition 2. The conditional p.g.f.’s ¥n(t) and £n(t) satisfy the recurrence
relation with « =0 and 8 =0:
(Ya()=1 if 0<n<k,
Ea(t)=1 if 0<n<k,
Pn(t) =1 - poapti’ +poapii 't if n=k,
&n(t)=1-ph +pit i n=k,
Yn(t) = Poo¥n-1(t) + Lo P01PTiP10%n-m—2(2)
+ 302 porpTip10t Y m2(t) + porpl P if n> k,
En(t) = Pro¥n—1(t) + Thnso PTT ' P10¥n—m—2(t)
+ ?nlzk_1 PﬁleOtHa@/}n—m—z(t) +p{tt TP if n> k.

(4)

\

By using (4), we can show an explicit form of conditional p.g.f. ©n(t). Define

U(z)(=¥(t,2)) = Z Yo(t)z™ and ZE(2)(=E(t,2)) = i En(t)2".

n=0 n=0
Then, the following theorem is useful.
Theorem 2. The generating functions of the conditional p.g.f’s ¥(z) and Z(z)
can be written as
1+ az + (t — V)porpsytzF

\Il(Z) = )
1—(1-a)z—az?— (t - 1)po1pt] 'proz*+!

and

z+ koZktl(t —1 1— (1= t)pk 2F
(Z) — D10 P1oP11 ( )\I/(Z) + ( )pllz
1-puz 1-pnz

(1]

where a = 1 — poo — P11-
Proof. From (4) we have ¥(z) = B(t, z)/A(t, z) where

k—2

o0
A(t,z) =1 —pooz — porpio 9 P2+ = poupii ' prot2* Y pls 2!
m=0 =0
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and
k-1
— k-1 _k ]
= Z 2"+ (1 - p01p,1c1 1)Zk + po1P11 LR - Pooz Z 2’
j=0
k—2 k—m-—2 00
] 1 1
—poapio O P2 Y- 2 +poitz > opiteth
m=0 7=0 n=k+1

After some algebla, we have the desired result.
By using Theorem 2, we can immediately show an explicit form of 9, (t).

Corollary. The p.g.f. of the conditional distribution Yn(t) is represented as

a—l:ﬂ

Yn(t) = Z (t = 1) (porpii 'p10) e’
=0 s=0
n—rk )' o yn—r(k+1)-2s
<'r's‘n——r(k+1)—2 )'( a)
(n—rk—s5-1)

1— n—r(k+1)—2s~-1
+r!s!(n —r(k+1)—2s— 1)!a( a)

(n—(r+1)k—s)!
risiin — (r + 1)k — 2s — 7)!

(t - 1)?01p’f1—1(1 - a)n—(r+1)k_2s_,).

Proof. Note that,(t) is the coefficient of z™ in the first equation of Theorem 2.
Thus we have the result.

Remark. If X1, Xs,..., X, are independent trials, the p.g.f. of the distribution
can be written in a simple form. By setting a = 0, pp1 = p11 = p and pio = poo =
g, we have

[n/k]

alt) = 3 (625" T{("‘rrk)+(”“kff“))(t—1)p’“}. (5)

Goldstein (1990) discussed a Poisson approximation to the distribution. We can
derive some characteristics of the distribution. Let X be a random variable with
this distribution. Then P(X = z) and a recurrence relation of it are given by (2)
and (3) with po; = p11 = p and p1o = poo = ¢, respectively. From (5) the mean
and the variance are also easily given by

E(X)=p*{1+(n-k)q}, n>k,
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p* + gpf(n — k) - p?*{1 4 (n— k)g}? if {%] =1
Var(X) = { (n - 2k)(n - 2k — 1)¢*p?* +2(n - 2k)gp*t

+(n — k)gp* +p* — p?* {1+ (n — k)g}* if [’ﬂ > 2,

respectively, the first of which was also derived by Goldstein (1990). Further, (5)
is useful for calculation of P(X = z).

3. Number of Success Runs of Length k by Ling’s Way of Counting

Ling (1988,1989) derived distributions related to number of success runs in
independent trials in a different way of counting. Fix positive integers n and k.
Fori=1,2,...,n—k+1, we define ¥; = H’+k 1X Let M,S ) be the sum of ¥i’s

ie. My(Lk) Yi+Ys+---+ Y, k+1. Then M.,(1 ) means the number of runs of “1”
of length k in Xl,Xg, .., X, by Ling’s way of counting. If Xy, Xs,..., X, are
independent trials, then the corresponding distribution of M,(L ) is called the type
II binomial distribution of order k (cf. Ling (1988) and Hirano, Aki, Kashiwagi
and Kuboki (1991)). First we give the distribution of M.

Set

LBY(n,z) = P(M® = g|Xo = 0) and LBi(n,z) = P(M® =z|X,=1).

Then, we obtain the recurrence relation (3) of LBY and LB} l witha=m-k+1
and 8 = n — k, by replacing BY and B} by LB0 and LBj, respectively. Note
that the support of the distribution is {O 1,...,n —k+1}; and LBY(n,z) =
LBi(n,z)=0if0<n<kandz #0.
Define
1 if 0<n<k
¢00%t)= n—k+1
Z LBY(n,z)t* if n>k
z=0
and
1 if 0<n<k
¢10%t)= n—k+1
> LBi(n,z)t* if n>k
=0
Then from the recurrence relation of LBY and LB}, we have the recurrence
relation (4) of ¢o and ¢; with a = m —k+1 and 8 = n — k, by replacing ¥ and
£, by ¢o and ¢, respectively.
Set

= Z d)o(n,t)z" and @1(2) = Z ¢1(n,t)z

n=0 n=0
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Similarly as in Section 2, we can also get explicit representations of the generating
functions of the conditional p.g.f’s ®o(z) and ®1(2).

Theorem 3. ®q(z) and ®,(z) can be wrilten as

1+ z(por — purt) + (1 — t)pom E;:% P2

1 — (poo + p11t)z — (Porp10 — Poop11t)z? — Sk 2 porpTipio(l — t)2m 2

Po(z) =

and
81(2) = — [{pn + (por — p11)2}®o(2) + (por — pn1)]-
po1

Proof. Multiplying both sides of the recurrence relation of ¢p and ¢; by 2" and
summing over n > k + 1, we have ®o(z) and &, (z), respectively.
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