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Abstract: For quantitative factors, the minimum β-aberration criterion is com-

monly used for examining the geometric isomorphism and searching for optimal

designs. In this paper, we investigate the connection between the minimum β-

aberration criterion and the minimum contamination criterion. Results reveal that

in ranking designs by the two criteria, the optimal designs selected by them can be

different. We provide statistical justifications showing that the minimum contam-

ination criterion controls the expected total mean square error of the estimation

and demonstrate that it is more powerful than the minimum β-aberration criterion

for identifying geometrically nonisomorphic designs.
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1. Introduction

In design of experiments, it is important to know the alias structures of frac-

tional factorial designs. For regular designs constructed using Galois fields, their

alias structures can be easily obtained through complete defining relations and

are usually presented as wordlength patterns. Based on the hierarchy principle,

the minimum aberration criterion (Fries and Hunter (1980)), which ranks designs

by sequentially minimizing the components of the wordlength pattern, is com-

monly used for selecting optimal designs. However, nonregular designs, such as

Plackett-Burman designs, do not have defining relations and have more complex

alias structures. A general method often seen in textbooks and the literature

(Montgomery (2009); Wu and Hamada (2009)) uses the polynomial or regression

model to generate the alias matrix, that captures the aliasing of specified model

terms with terms that are potentially important but are not included in the

model. The linear effect model is usually considered and the contamination of

nonnegligible kth-order effects on the estimation of linear effects are measured by

the square norm of the alias matrix. Since effects follow the hierarchy principle,

we can define the minimum contamination criterion as sequentially minimizing

contaminations for selecting optimal designs.
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Tang and Deng (1999) and Deng and Tang (1999) developed the J-

characteristics to extend the concept of the wordlength pattern to two-level non-

regular designs. Based on the J-characteristics, they proposed the minimum

G2-aberration criterion for selecting optimal two-level regular or nonregular de-

signs. Xu and Wu (2001) further extended the minimum G2-aberration crite-

rion and proposed the generalized minimum aberration criterion for asymmetric

fractional factorial designs. Tang and Deng (1999) and Xu and Wu (2001) in-

vestigated the connection between contaminations and aberrations, and found

that the minimum G2-aberration criterion and the generalized minimum aberra-

tion criterion are equivalent to the minimum contamination criterion for ranking

designs. Since the minimum contamination criterion controls the expected to-

tal mean squared error of the estimation of main effects, which measures the

goodness of the estimation as discussed in Section 4.1, this connection provides

a statistical justification for their proposed aberration criteria.

Nevertheless, Cheng and Ye (2004) pointed out that level permutations of a

design could result in different geometric structures when factors are quantita-

tive. They showed that the generalized minimum aberration criterion proposed

in Xu and Wu (2001) can only distinguish combinatorially nonisomorphic designs

for qualitative factors but not geometrically nonisomorphic designs for quanti-

tative factors. To overcome this problem, Cheng and Ye (2004) generalized the

indicator function proposed in Fontana, Pistone and Rogantin (2000) and Ye

(2003) for designs with more than two levels by using the orthogonal polynomial

basis. Based on the indicator function, they developed the β-wordlength pattern

to detect the geometrically structural change caused by level permutations and

proposed the minimum β-aberration criterion for selecting optimal designs when

factors are quantitative. Although the minimum β-aberration criterion has re-

ceived considerable attention in the design literature (Tsai, Ye and Li (2006);

Huang, Lin, and Liu (2012); Lin (2014); Tang and Xu (2014); Lin (2015)), there

has not been much discussion on its statistical justification. Tang and Xu (2014)

studied the connection between β-wordlength patterns and contamination pat-

terns and obtained a theorem showing that the minimum β-aberration criterion

minimizes the contamination of nonnegligible kth-order effects on the estima-

tion of linear effects for k = 1, . . . , r, where r is the strength of a design. The

relationship between the two criteria for k > r remains unknown.

In this study, we find that there exist many designs which have less β-

aberration but greater contamination patterns. An example is given by the

two designs listed in Table 1. We show in Example 1 that design D1 has less

β-aberration while design D2 has less contamination. This result reveals that

ranking designs by the minimum β-aberration criterion and the minimum con-

tamination criterion can be different. Since the two criteria are not completely
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equivalent, we raise the questions: (i) what is the connection of the two criteria,

(ii) how inconsistent are they in ranking designs and examining the geometrical

nonisomorphism, and (iii) which criterion is more appropriate for quantitative

factors?

The rest of this paper is organized as follows. Section 2 introduces the indi-

cator function and definitions of the minimum β-aberration and contamination

criteria. Section 3 provides mathematical equations showing the complete re-

lationship between the two criteria for three-level designs. Section 4 provides

statistical justifications for the minimum contamination criterion and discusses

isomorphism examinations using the two criteria. In Section 5, we apply the

two criteria to select optimal designs from regular, nonregular, and mixed-level

designs. We compare their performance by examining the geometrical noniso-

morphism and show their difference in ranking and selecting optimal designs.

Section 6 contains some concluding remarks.

2. Background and Notation

Following the definitions in Cheng and Ye (2004), we denote by D an or-

thogonal array with n runs and m factors X1, . . . , Xm, where the levels of factor

Xj are 0, 1, . . . , sj − 1. Let Sj = {0, 1, . . . , sj − 1}. For factor Xj , let cj0(x) = 1

and cju(x) be a polynomial of degree u defined on Sj for u = 1, . . . , sj − 1, such

that
∑sj−1

x=0 cju(x)c
j
v(x) = s if u = v and 0 if u ̸= v. Let T = S1 × · · · × Sm and

N =
∏m

j=1 sj . For a design point x = (x1, . . . , xm), define Ct(x) =
∏m

j=1 c
j
tj
(xj),

where t = (t1, . . . , tm) ∈ T . For convenience, we express t = (t1, . . . , tm) as

t = t1 · · · tm hereafter. The indicator function of D is defined by a linear combi-

nation of Ct(x)’s as

FD(x) =
∑
t∈T

btCt(x),

where the coefficient of Ct(x) is uniquely determined by bt = (1/N)
∑

x∈D Ct(x).

In particular, b0 = n/N , where 0 = (0, . . . , 0). Define norms ||t||0 =
∑m

j=1 I
+(tj),

where I+(tj) = 1 if tj = 1, . . . , sj − 1 and 0 if tj = 0, which counts the number

of nonzero elements in t, and ||t||1 =
∑m

j=1 tj , which calculates the polyno-

mial degree of t. For quantitative factors, define the β-wordlength pattern by

(β1, . . . , βm′), where

βk =
∑

||t||1=k

( bt
b0

)2

for k = 1, . . . ,m′ and m′ =
∑m

j=1(sj − 1). The minimum β-aberration criterion

is to sequentially minimize βk for k = 1, . . . ,m′. The reader is referred to Cheng

and Ye (2004) for details.
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Table 1. Two 18-run and 4-factor orthogonal arrays with 3 levels.

D1

X1 201201201201201201
X2 012012120201120201
X3 012120012201201120
X4 012120201120012201

D2

X1 000111222000111222
X2 201201201201201201
X3 120120201012201012
X4 012201120120201012

Let Xt = (Ct(x1), . . . , Ct(xn))
T be an n×1 vector, where xi = (xi1, . . . , xim)

is the ith run in D. For t ∈ T with ||t||1 = k, Xt is called the orthonor-

mal polynomial contrast coefficient for the kth-order effect of the interaction

Xt1
1 · · ·Xtm

m . Then the full regression model for data analysis can be expressed

by Y = Z0γ0 +
∑m′

k=1 Zkγk + ϵ, where Y is the n × 1 vector of responses, γ0 is

the general mean and Z0 is an n×1 vector of 1’s, γk is the vector of all kth-order

effects and Zk is the matrix of the orthonormal polynomial contrast coefficients

Xt’s for γk, and ϵ is an n × 1 vector of independent random errors. Consider

the common situation for screening experiments in which the linear effects are of

primary interest and the fitted model is

Y = Z0γ0 + Z1γ1 + ϵ. (2.1)

The estimate of γ1 in the fitted model is γ̂1 = (ZT
1 Z1)

−1ZT
1 Y. Under the full

model,

E(γ̂1) = γ1 +
m′∑
k=2

Akγk,

where Ak = (ZT
1 Z1)

−1ZT
1 Zk is called the alias matrix. Define the contamination

of nonnegligible kth-order effects on the estimation of linear effects by

λk = ||Ak||2 = tr(AT
kAk)

and the contamination pattern by (λ2, . . . , λm′). The minimum contamination

criterion is to sequentially minimize λk for k = 2, . . . ,m′.

Example 1. Designs D1 and D2 in Table 1 are two three-level orthogonal arrays

with four factors and 18 runs. The polynomials for the jth factor with levels 0,

1, and 2 are cj0(x) = 1, cj1(x) =
√
3/2(x− 1), and cj2(x) =

√
2((3/2)(x− 1)2 − 1).

The β-wordlength patterns are (0, 0, 0.281, 0.797, 1.406, 0.313, 0.563, 0.141) for

D1 and (0, 0, 0.281, 0.844, 1.406, 0.781, 0.188, 0) for D2. The contamination

patterns are (0.844, 2.203, 4.078, 2.109, 3.797, 0.688, 0.281) for D1 and (0.844,

2.203, 3.984, 3.141, 2.953, 0.781, 0.094) for D2. According to the minimum β-

aberration criterion, D1 is a better design. However, D2 is considered better

than D1 if the minimum contamination criterion is applied.
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3. Connection between the Two Criteria

In this section, we investigate the mathematical connection between the two

criteria through the indicator function.

3.1. Three-level designs

We first focus on the commonly used OA(n, 3m, r), the n-run and m-factor

orthogonal array with three levels and strength r where r ≥ 2. Let Ti,j = {t ∈
T | ||t||0 = i+ j, ||t||1 = i+ 2j}. Define

βi,j =
∑
t∈Ti,j

( bt
b0

)2

for i = 0, . . . ,m, j = 0, . . . ,m− i, and βi,j = 0, otherwise. Here i and j represent

the numbers of 1 and 2 in t, respectively. Let Zi,j be an n ×
(
m
i

)(
m−i
j

)
matrix

whose columns are the orthonormal polynomial contrast coefficients Xt’s with

||t||0 = i + j and ||t||1 = i + 2j. Let Ai,j = (ZT
1 Z1)

−1ZT
1 Zi,j = n−1ZT

1 Zi,j and

define

λi,j = ||Ai,j ||2 = tr(AT
i,jAi,j)

for i = 0, . . . ,m, j = 0, . . . ,m− i, and λi,j = 0, otherwise.

Lemma 1. For OA(n, 3m, r), given p and q where p+ 2q ≥ 2,

λp,q = (p+ 1)βp+1,q +
p+ 1

2
βp+1,q−1 +

q + 1

2
βp−1,q+1

+(m− p− q + 1)βp−1,q +
√
2ξp−1,q,

where ξp−1,q =
∑m

l=1

∑
t∈T l(−)

p−1,q

∏
g=0,2(bt|tl=g

/b0) in which T l(−)
p−1,q = {t ∈ T | ||t||0

−I+(tl) = p+ q − 1, ||t||1 − tl = p+ 2q − 1} and t|tl=g denotes a t with tl = g.

The β-wordlength pattern and the contamination pattern can be rewritten

as

βk =

⌊k/2⌋∑
j=0

βk−2j,j , for k = 1, . . . ,m′, (3.1)

λk =

⌊k/2⌋∑
j=0

λk−2j,j , for k = 2, . . . ,m′, (3.2)

respectively, where ⌊w⌋ is the largest integer not greater than w. Combining

Lemma 1 and (3.1) and (3.2), we obtain the complete relationship between con-

tamination patterns and β-wordlength patterns for three-level designs as follows.
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Proposition 1. For OA(n, 3m, r),

λk =
(
1 + k − 3

2
×
⌈k
2

⌉)
βk+1 +

(
m− k − 1

2

)
βk−1 +B (3.3)

for k = 2, . . . ,m′, where B = (3/2)
∑⌈k/2⌉−1

j=0 (⌈k/2⌉ − j)βk−2j+1,j +
√
2
∑⌈k/2⌉−1

j=0

ξk−2j−1,j and ⌈w⌉ is the smallest integer not less than w.

Proposition 1 shows that the connection between contamination patterns

and β-wordlength patterns is not simple. However, there exists a situation in

which the contamination patterns can be expressed as a linear combination of

β-wordlength patterns.

Theorem 1. For OA(n, 3m, r), when m = r + 1,

λk = ρβk+1 +
(
r + 1− k − 1

2

)
βk−1,

where

ρ =




k + 1, if k = 2, . . . , r,

1

2
(3r + 2− k), if k = r + 1, . . . ,m′ − 1,

0, if k = m′.

Here with m = r + 1, the minimum β-aberration criterion minimizes the

contamination of nonnegligible kth-order effects on the estimation of linear effects

for k = 2 · · · ,m′. For instance, when r = 2 and m = 3, we obtain λ2 = 3β3,

λ3 = (5/2)β4, λ4 = 2β5 + (3/2)β3, λ5 = (3/2)β6 + β4, and λ6 = (1/2)β5. It

is obvious that sequentially minimizing λ2 to λ6 is equivalent to sequentially

minimizing β3 to β6. Therefore, for three-level designs, the rankings by the two

criteria are completely consistent when m = r + 1.

Corollary 1. For OA(n, 3r+1, r), the minimum β-aberration criterion is equiv-

alent to the minimum contamination criterion.

3.2. Higher-level or mixed-level designs

Let s′ = max(s1, . . . , sm)−1 and i1, . . . , is′ represent the numbers of 1, . . . , s′

in t, respectively. For higher-level or mixed-level designs, we can generalize the

method in Section 3.1 by defining

βi1,...,is′ =
∑

t∈Ti1,...,is′

(
bt
b0

)2

,

λi1,...,is′ = tr(AT
i1,...,is′

Ai1,...,is′ ),
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where Ti1,...,is′ = {t ∈ T | ||t||0 =
∑s′

j=1 ij , ||t||1 =
∑s′

j=1(j × ij)}, Ai1,...,is′ =

n−1ZT
1 Zi1,...,is′ , and Zi1,...,is′ is a matrix whose columns are the orthonormal poly-

nomial contrast coefficients Xt’s with ||t||0 =
∑s′

j=1 ij and ||t||1 =
∑s′

j=1(j × ij).

The connection between the minimum contamination criterion and the minimum

β-aberration criterion can be obtained by the fact that

βk =
∑
Ωk

βi1,...,is′ , λk =
∑
Ωk

λi1,...,is′ ,

where Ωk = {(i1, . . . , is′)|
∑s′

j=1(j × ij) = k}. Unlike three-level designs, the

connections between the two criteria for higher-level or mixed-level designs are

more complex and do not have clear forms.

4. Justification and Isomorphism Examination

In this section, we provide statistical justifications for the minimum contam-

ination criterion and discuss properties of the two criteria for the isomorphism

examination.

4.1. Statistical justification

Montepiedra and Fedorov (1997) and Jones and Nachtsheim (2011) suggested

that an appropriate measure of the goodness of γ̂1 as an estimate of γ1 is provided

by the mean square error matrix, which can be decomposed into the variance

matrix and the squared bias matrix. This method was employed by Mukerjee and

Tang (2012) to justify the criterion they proposed for ranking baseline designs.

Following the discussion in Mukerjee and Tang (2012), let nk be the total number

of kth-order effects and mk be the number of active kth-order effects, where

k ≥ 2. With uncertainty about which mk of the kth-order effects are active, the

Bayesian-inspired approach is applied. Assume that all possibilities about the

mk active kth-order effects are equally likely for each k and the active effects

are uncorrelated each with mean zero and variance σ2
δ . For n-run and m-factor

orthogonal arrays with strength r ≥ 2, the expected trace of the mean squared

error matrix of γ̂1 is

EMSE =
m

n
σ2 + σ2

δ

m′∑
k=2

πkλk,

where πk = mk/nk is the proportion of active kth-order effects. It is known that

effects usually follow the hierarchy and the sparsity principles (Wu and Hamada

(2009, p.173)), which implies that πk is small and decreases rapidly as k increases.

Hence, sequentially minimizing λ2, . . . , λm′ is to control the expected total mean
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Proposition 1. For OA(n, 3m, r),

λk =
(
1 + k − 3

2
×
⌈k
2

⌉)
βk+1 +

(
m− k − 1

2

)
βk−1 +B (3.3)

for k = 2, . . . ,m′, where B = (3/2)
∑⌈k/2⌉−1

j=0 (⌈k/2⌉ − j)βk−2j+1,j +
√
2
∑⌈k/2⌉−1

j=0

ξk−2j−1,j and ⌈w⌉ is the smallest integer not less than w.

Proposition 1 shows that the connection between contamination patterns

and β-wordlength patterns is not simple. However, there exists a situation in

which the contamination patterns can be expressed as a linear combination of

β-wordlength patterns.

Theorem 1. For OA(n, 3m, r), when m = r + 1,

λk = ρβk+1 +
(
r + 1− k − 1

2

)
βk−1,

where

ρ =




k + 1, if k = 2, . . . , r,

1

2
(3r + 2− k), if k = r + 1, . . . ,m′ − 1,

0, if k = m′.

Here with m = r + 1, the minimum β-aberration criterion minimizes the

contamination of nonnegligible kth-order effects on the estimation of linear effects

for k = 2 · · · ,m′. For instance, when r = 2 and m = 3, we obtain λ2 = 3β3,
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3.2. Higher-level or mixed-level designs

Let s′ = max(s1, . . . , sm)−1 and i1, . . . , is′ represent the numbers of 1, . . . , s′

in t, respectively. For higher-level or mixed-level designs, we can generalize the

method in Section 3.1 by defining

βi1,...,is′ =
∑

t∈Ti1,...,is′

(
bt
b0

)2

,

λi1,...,is′ = tr(AT
i1,...,is′

Ai1,...,is′ ),
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j=1(j × ij)}, Ai1,...,is′ =

n−1ZT
1 Zi1,...,is′ , and Zi1,...,is′ is a matrix whose columns are the orthonormal poly-

nomial contrast coefficients Xt’s with ||t||0 =
∑s′

j=1 ij and ||t||1 =
∑s′

j=1(j × ij).

The connection between the minimum contamination criterion and the minimum

β-aberration criterion can be obtained by the fact that

βk =
∑
Ωk

βi1,...,is′ , λk =
∑
Ωk

λi1,...,is′ ,

where Ωk = {(i1, . . . , is′)|
∑s′

j=1(j × ij) = k}. Unlike three-level designs, the

connections between the two criteria for higher-level or mixed-level designs are

more complex and do not have clear forms.

4. Justification and Isomorphism Examination

In this section, we provide statistical justifications for the minimum contam-

ination criterion and discuss properties of the two criteria for the isomorphism

examination.

4.1. Statistical justification

Montepiedra and Fedorov (1997) and Jones and Nachtsheim (2011) suggested

that an appropriate measure of the goodness of γ̂1 as an estimate of γ1 is provided

by the mean square error matrix, which can be decomposed into the variance

matrix and the squared bias matrix. This method was employed by Mukerjee and

Tang (2012) to justify the criterion they proposed for ranking baseline designs.

Following the discussion in Mukerjee and Tang (2012), let nk be the total number

of kth-order effects and mk be the number of active kth-order effects, where

k ≥ 2. With uncertainty about which mk of the kth-order effects are active, the

Bayesian-inspired approach is applied. Assume that all possibilities about the

mk active kth-order effects are equally likely for each k and the active effects

are uncorrelated each with mean zero and variance σ2
δ . For n-run and m-factor

orthogonal arrays with strength r ≥ 2, the expected trace of the mean squared

error matrix of γ̂1 is

EMSE =
m

n
σ2 + σ2

δ

m′∑
k=2

πkλk,

where πk = mk/nk is the proportion of active kth-order effects. It is known that

effects usually follow the hierarchy and the sparsity principles (Wu and Hamada

(2009, p.173)), which implies that πk is small and decreases rapidly as k increases.

Hence, sequentially minimizing λ2, . . . , λm′ is to control the expected total mean
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squared error of γ̂1. This suggests that the minimum contamination criterion is

an appropriate criterion for screening quantitative factors.

The minimum β-aberration criterion in fact minimizes the contamination of

nonnegligible kth-order effects on the estimation of the general mean. We replace

the fitted model (2.1) by the general mean model

Y = Z0γ0 + ϵ.

The estimate of γ0 is γ̂0 = n−1ZT
0 Y. Under the full model, E(γ̂0) = γ0 +∑m′

k=1A
′
kγk, where A

′
k = n−1ZT

0 Zk is a 1×nk vector whose elements are (bt/b0)’s

with ||t||1 = k, and nk is the number of t’s such that ||t||1 = k. The contamina-

tion of nonnegligible kth-order effects on the estimation of the general mean is

then defined by

λ′
k = tr(A′T

k A′
k) =

∑
||t||1=k

( bt
b0

)2
= βk

for k = 1, . . . ,m′.

Theorem 2. The minimum β-aberration criterion minimizes the contamination

of nonnegligible kth-order effects on the estimation of the general mean for k =

1, . . . ,m′.

In screening experiments, we would fit a linear effect model rather than fit the

general mean model. Therefore, sequentially minimizing λk is more reasonable

than sequentially minimizing βk (λ′
k). This provides another viewpoint for using

the minimum contamination criterion for screening quantitative factors.

4.2. Geometric nonisomorphism examination

It is known that permuting levels of quantitative factors may result in ge-

ometrically nonisomorphic structure of a design. Cheng and Ye (2004) showed

that designs A and B are geometrically isomorphic if and only if there exist

a column permutation (1, . . . ,m) → (w1, . . . , wm) and a vector (h1, . . . , hm),

where hj = 1 if the levels of factor Xj are reversed and hj = 0 if not, such

that bt1t2···tm =
(∏m

j=1(−1)hjtwj

)
b′tw1 tw2 ···twm

for all t = t1t2 · · · tm ∈ T . It

implies that if two designs are geometrically isomorphic, the absolute values of

their coefficients bt’s must have the same frequency patterns and hence have the

same β-wordlength patterns. Therefore, two designs are geometrically noniso-

morphic if their β-wordlength patterns are different. This makes the minimum

β-aberration criterion a good tool for the geometrical isomorphism examination.

For the minimum contamination criterion, let al,t1···tm = XT
0|ul=1

Xt1···tm where

0|ul=1 is the u = u1 · · ·um ∈ T with ul = 1 and uj = 0 for j = 1, . . . ,m, j ̸= l.
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Table 2. Optimal nonregular designs obtained from L18.

m Factors (λ2, λ3, λ4)
Rank (β3, β4, β5)

Rank # diff. ranks

3 1̆, 2, 5 (0.000, 0.313, 1.500)1 (0.000, 0.125, 0.750)1 0

4 1̆, 2, 3, 5́ (0.000, 5.063, 0.000)1 (1.875, 0.000, 1.625)1 2

1̆, 2, 3́, 5́ (0.844, 2.203, 3.984)9 (0.281, 0.844, 1.406)10

2, 3, 4, 5́ (0.844, 2.203, 4.078)10 (0.281, 0.797, 1.406)9

5 1̆, 2, 3, 4́, 5́ (0.000, 16.750, 0.000)1 (0.000, 6.063, 0.000)1 5

1, 2, 3́, 4̆, 5 (2.531, 7.609, 12.070)21 (0.844, 2.969, 3.492)22

1, 2, 5, 6, 7́ (2.531, 7.734, 12.258)22 (0.844, 3.094, 3.867)24

1̆, 2, 3, 4, 5́ (2.531, 7.984, 11.766)24 (0.844, 2.922, 3.750)21

1̆, 2, 3́, 4, 5́ (2.813, 5.969, 14.250)27 (0.938, 2.313, 4.406)28

1, 2, 3, 5, 6 (2.813, 6.094, 13.148)28 (0.938, 2.297, 3.961)27

6 2, 3, 4, 5̆, 6̆, 7̆ (2.250, 19.875, 28.125)1 (0.750, 6.938, 6.750)1 2

1, 2, 3, 5, 6, 7̆ (5.063, 16.031, 29.391)24 (1.688, 5.906, 7.828)25

1, 2, 3, 4, 5̆, 6̆ (5.063, 16.031, 29.719)25 (1.688, 5.766, 7.969)24

7 1, 2, 3, 4̆, 5, 6̆, 7̆ (4.500, 41.063, 48.375)1 (1.500, 14.625, 12.000)1 0

Lemma 2. Factorial designs A and B are geometrically isomorphic if and only

if there exist a permutation (w1, . . . , wm) and a vector (h1, . . . , hm), where hj are

either 0 or 1, such that

al,t1···tm(A) = [(−1)hl(1+twl
)

m∏
j=1
j ̸=l

(−1)hjtwj ]awl,tw1 ···twm
(B).

Theorem 3. If A and B are m-factor geometrically isomorphic orthogonal ar-

rays, then (λ2(A), λ3(A), . . . , λm′(A)) = (λ2(B), λ3(B), . . . , λm′(B)).

Thus if two designs have different contamination patterns, they must be

geometrically nonisomorphic. The minimum contamination criterion can then

be a good tool for isomorphism examination.

5. Comparison

We use the minimum β-aberration and contamination criteria to select regu-

lar, nonregular, and mixed-level optimal designs. We discuss their performances

on examining geometrical nonisomorphism and compare the difference of the two

criteria in ranking and selecting optimal designs.

5.1. Optimal nonregular designs

We search for the optimal OA(18, 3m, 2) with m = 3, . . . , 7, where the m

factors of the designs are chosen from the columns of L18 given in Table 2 in
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squared error of γ̂1. This suggests that the minimum contamination criterion is

an appropriate criterion for screening quantitative factors.

The minimum β-aberration criterion in fact minimizes the contamination of

nonnegligible kth-order effects on the estimation of the general mean. We replace

the fitted model (2.1) by the general mean model

Y = Z0γ0 + ϵ.

The estimate of γ0 is γ̂0 = n−1ZT
0 Y. Under the full model, E(γ̂0) = γ0 +∑m′

k=1A
′
kγk, where A

′
k = n−1ZT

0 Zk is a 1×nk vector whose elements are (bt/b0)’s

with ||t||1 = k, and nk is the number of t’s such that ||t||1 = k. The contamina-

tion of nonnegligible kth-order effects on the estimation of the general mean is

then defined by

λ′
k = tr(A′T

k A′
k) =

∑
||t||1=k

( bt
b0

)2
= βk

for k = 1, . . . ,m′.

Theorem 2. The minimum β-aberration criterion minimizes the contamination

of nonnegligible kth-order effects on the estimation of the general mean for k =

1, . . . ,m′.

In screening experiments, we would fit a linear effect model rather than fit the

general mean model. Therefore, sequentially minimizing λk is more reasonable

than sequentially minimizing βk (λ′
k). This provides another viewpoint for using

the minimum contamination criterion for screening quantitative factors.

4.2. Geometric nonisomorphism examination

It is known that permuting levels of quantitative factors may result in ge-

ometrically nonisomorphic structure of a design. Cheng and Ye (2004) showed

that designs A and B are geometrically isomorphic if and only if there exist

a column permutation (1, . . . ,m) → (w1, . . . , wm) and a vector (h1, . . . , hm),

where hj = 1 if the levels of factor Xj are reversed and hj = 0 if not, such

that bt1t2···tm =
(∏m

j=1(−1)hjtwj

)
b′tw1 tw2 ···twm

for all t = t1t2 · · · tm ∈ T . It

implies that if two designs are geometrically isomorphic, the absolute values of

their coefficients bt’s must have the same frequency patterns and hence have the

same β-wordlength patterns. Therefore, two designs are geometrically noniso-

morphic if their β-wordlength patterns are different. This makes the minimum

β-aberration criterion a good tool for the geometrical isomorphism examination.

For the minimum contamination criterion, let al,t1···tm = XT
0|ul=1

Xt1···tm where

0|ul=1 is the u = u1 · · ·um ∈ T with ul = 1 and uj = 0 for j = 1, . . . ,m, j ̸= l.
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Table 2. Optimal nonregular designs obtained from L18.

m Factors (λ2, λ3, λ4)
Rank (β3, β4, β5)

Rank # diff. ranks

3 1̆, 2, 5 (0.000, 0.313, 1.500)1 (0.000, 0.125, 0.750)1 0

4 1̆, 2, 3, 5́ (0.000, 5.063, 0.000)1 (1.875, 0.000, 1.625)1 2

1̆, 2, 3́, 5́ (0.844, 2.203, 3.984)9 (0.281, 0.844, 1.406)10

2, 3, 4, 5́ (0.844, 2.203, 4.078)10 (0.281, 0.797, 1.406)9

5 1̆, 2, 3, 4́, 5́ (0.000, 16.750, 0.000)1 (0.000, 6.063, 0.000)1 5

1, 2, 3́, 4̆, 5 (2.531, 7.609, 12.070)21 (0.844, 2.969, 3.492)22

1, 2, 5, 6, 7́ (2.531, 7.734, 12.258)22 (0.844, 3.094, 3.867)24

1̆, 2, 3, 4, 5́ (2.531, 7.984, 11.766)24 (0.844, 2.922, 3.750)21

1̆, 2, 3́, 4, 5́ (2.813, 5.969, 14.250)27 (0.938, 2.313, 4.406)28

1, 2, 3, 5, 6 (2.813, 6.094, 13.148)28 (0.938, 2.297, 3.961)27

6 2, 3, 4, 5̆, 6̆, 7̆ (2.250, 19.875, 28.125)1 (0.750, 6.938, 6.750)1 2

1, 2, 3, 5, 6, 7̆ (5.063, 16.031, 29.391)24 (1.688, 5.906, 7.828)25

1, 2, 3, 4, 5̆, 6̆ (5.063, 16.031, 29.719)25 (1.688, 5.766, 7.969)24

7 1, 2, 3, 4̆, 5, 6̆, 7̆ (4.500, 41.063, 48.375)1 (1.500, 14.625, 12.000)1 0

Lemma 2. Factorial designs A and B are geometrically isomorphic if and only

if there exist a permutation (w1, . . . , wm) and a vector (h1, . . . , hm), where hj are

either 0 or 1, such that

al,t1···tm(A) = [(−1)hl(1+twl
)

m∏
j=1
j ̸=l

(−1)hjtwj ]awl,tw1 ···twm
(B).

Theorem 3. If A and B are m-factor geometrically isomorphic orthogonal ar-

rays, then (λ2(A), λ3(A), . . . , λm′(A)) = (λ2(B), λ3(B), . . . , λm′(B)).

Thus if two designs have different contamination patterns, they must be

geometrically nonisomorphic. The minimum contamination criterion can then

be a good tool for isomorphism examination.

5. Comparison

We use the minimum β-aberration and contamination criteria to select regu-

lar, nonregular, and mixed-level optimal designs. We discuss their performances

on examining geometrical nonisomorphism and compare the difference of the two

criteria in ranking and selecting optimal designs.

5.1. Optimal nonregular designs

We search for the optimal OA(18, 3m, 2) with m = 3, . . . , 7, where the m

factors of the designs are chosen from the columns of L18 given in Table 2 in
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Table 3. Optimal regular designs obtained from 313−10.

m Criterion # noniso. diff. ranks Optimal design λ2, λ3, λ4 β3, β4, β5

4 λ 4 0 8 0, 0.25, 2.625 0, 0.0625, 0.75
β 4 Same as above

5 λ 9 0 3̆, 9́ 0, 4.5 , 7.875 0, 1.6875, 2.25
β 9 Same as above

6 λ 21 0 3̆, 9́, 13 0, 9.75, 23.625 0, 3.5625, 6.75
β 21 Same as above

7 λ 41 10 3̆, 6̆, 7̆, 8́ 0, 33.5 , 0 0, 11.75, 0

β 41 3̆, 6̆, 7̆, 9 0, 33.75, 0 0, 11.25, 0

8 λ 62 15 3̆, 6̆, 7̆, 9, 12 0, 60 , 0 0, 19.5 , 0
β 59 Same as above

Cheng and Ye (2004). Let i, í, and ĭ denote the level permutations for column

i of L18 with {0, 1, 2} → {0, 1, 2}, {0, 1, 2} → {1, 2, 0}, and {0, 1, 2} → {2, 0, 1},
respectively. We perform the three level permutations for each column and cal-

culate the contamination pattern and the β-wordlength pattern for each design.

Only one design is kept for those having the same contamination patterns or β-

wordlength patterns and the rank of the design is assigned according to the two

criteria. The results are shown in Table 2. To save space, we only list optimal

designs (with rank 1) and designs with inconsistent ranks assigned by the two

criteria. In Table 2, the first column is the number of factors, the second column

lists the designs whose factors are chosen from the columns of L18 with level

permutations indicated by the symbols, the third column lists the first three λk

in the contamination pattern with the superscript showing the rank assigned by

the minimum contamination criterion, the fourth column lists the β-wordlength

pattern for k = 3, 4, 5 with the superscript showing the rank assigned by the

minimum β-aberration criterion, and the last column gives the number of de-

signs with inconsistent ranks obtained by the two criteria. Results show that

the two criteria are not consistent in ranking designs when m = 4, 5, 6. When

m = 3, ranking designs by the two criteria are consistent, which verifies the result

in Theorem 1. Although the two criteria are not theoretically equivalent when

m > r+ 1, ranking designs by them may be completely consistent (e.g., m = 7).

5.2. Optimal regular designs

We apply the two criteria to select 27-run and three-level optimal regular

designs, for m = 4, 5, 6, 7, 8, whose factors are chosen from the columns of the

313−10 fractional factorial design given in Table 3 in Xu (2005). The results are

listed in Table 3. The first column lists the number of factors m. For each

m-factor regular design, the first and second rows in Table 3 give the results
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Table 4. 12 types of level permutations for four-level factors.

Notation Permutation Notation Permutation

i1 {0, 1, 2, 3} → {0, 1, 2, 3} i7 {0, 1, 2, 3} → {1, 0, 2, 3}
i2 {0, 1, 2, 3} → {0, 1, 3, 2} i8 {0, 1, 2, 3} → {1, 0, 3, 2}
i3 {0, 1, 2, 3} → {0, 2, 1, 3} i9 {0, 1, 2, 3} → {1, 2, 0, 3}
i4 {0, 1, 2, 3} → {0, 2, 3, 1} i10 {0, 1, 2, 3} → {1, 2, 3, 0}
i5 {0, 1, 2, 3} → {0, 3, 1, 2} i11 {0, 1, 2, 3} → {1, 3, 0, 2}
i6 {0, 1, 2, 3} → {0, 3, 2, 1} i12 {0, 1, 2, 3} → {1, 3, 2, 0}

obtained by the minimum contamination criterion (represented by λ) and the β-

aberration criterion (represented by β), respectively. The third column gives the

number of geometrically nonisomorphic designs identified by the two criteria.

The fourth column lists the number of designs with inconsistent ranks among

those nonisomorphic designs simultaneously identified by both criteria. The fifth

column gives the optimal designs selected by the two criteria whose factors are

chosen from the columns of the 313−10 regular design with symbols representing

the level permutation. Since columns 1, 2, 5 in the 313−10 regular design are

independent and used to generate the rest of the columns, the three columns are

always chosen. In the fifth column, we only list the columns other than 1, 2, 5.

The sixth and seven columns give the contamination pattern with λ2, λ3, λ4, and

the β-wordlength pattern with β3, β4, β5, respectively.

Table 3 shows that the minimum contamination criterion can identify more

geometrically nonisomorphic designs than the minimum β-aberration criterion at

m = 8. The two criteria are not consistent in ranking designs at m = 7, 8. When

m = 7, inconsistent ranking between the two criteria results in different choices

of optimal designs. The optimal design selected by the minimum contamination

criterion has smaller λ3 (=33.5) than that selected by the minimum β-aberration

criterion (λ3 = 33.75, same as the design 7-4.1 given in Table 4 in Tang and Xu

(2014)). Hence, it provides better estimation for linear effects if the third-order

effects are nonnegligible.

5.3. Optimal mixed-level designs

We compare the two criteria in selecting optimal mixed-level designs from

OA(36, 211312) and OA(48, 211412), given in Table 8C.6 and Table 8C.10 in Wu

and Hamada (2009). The twelve types of level permutations for four-level factors

which may result in geometrically nonisomorphic designs are listed in Table 4.

To obtain OA(n, sk11 sk22 ) from OA(n, sm1
1 sm2

2 ) for 0 ≤ k1 ≤ m1 and 0 ≤ k2 ≤ m2,

we first randomly selected k1 and k2 columns from m1 of s1-level columns and

m2 of s2-level columns in OA(n, sm1
1 sm2

2 ). Then a level permutation was ran-

domly assigned for each column. This procedure was repeated 5,000 times and
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Table 3. Optimal regular designs obtained from 313−10.

m Criterion # noniso. diff. ranks Optimal design λ2, λ3, λ4 β3, β4, β5

4 λ 4 0 8 0, 0.25, 2.625 0, 0.0625, 0.75
β 4 Same as above

5 λ 9 0 3̆, 9́ 0, 4.5 , 7.875 0, 1.6875, 2.25
β 9 Same as above

6 λ 21 0 3̆, 9́, 13 0, 9.75, 23.625 0, 3.5625, 6.75
β 21 Same as above

7 λ 41 10 3̆, 6̆, 7̆, 8́ 0, 33.5 , 0 0, 11.75, 0

β 41 3̆, 6̆, 7̆, 9 0, 33.75, 0 0, 11.25, 0

8 λ 62 15 3̆, 6̆, 7̆, 9, 12 0, 60 , 0 0, 19.5 , 0
β 59 Same as above

Cheng and Ye (2004). Let i, í, and ĭ denote the level permutations for column

i of L18 with {0, 1, 2} → {0, 1, 2}, {0, 1, 2} → {1, 2, 0}, and {0, 1, 2} → {2, 0, 1},
respectively. We perform the three level permutations for each column and cal-

culate the contamination pattern and the β-wordlength pattern for each design.

Only one design is kept for those having the same contamination patterns or β-

wordlength patterns and the rank of the design is assigned according to the two

criteria. The results are shown in Table 2. To save space, we only list optimal

designs (with rank 1) and designs with inconsistent ranks assigned by the two

criteria. In Table 2, the first column is the number of factors, the second column

lists the designs whose factors are chosen from the columns of L18 with level

permutations indicated by the symbols, the third column lists the first three λk

in the contamination pattern with the superscript showing the rank assigned by

the minimum contamination criterion, the fourth column lists the β-wordlength

pattern for k = 3, 4, 5 with the superscript showing the rank assigned by the

minimum β-aberration criterion, and the last column gives the number of de-

signs with inconsistent ranks obtained by the two criteria. Results show that

the two criteria are not consistent in ranking designs when m = 4, 5, 6. When

m = 3, ranking designs by the two criteria are consistent, which verifies the result

in Theorem 1. Although the two criteria are not theoretically equivalent when

m > r+ 1, ranking designs by them may be completely consistent (e.g., m = 7).

5.2. Optimal regular designs

We apply the two criteria to select 27-run and three-level optimal regular

designs, for m = 4, 5, 6, 7, 8, whose factors are chosen from the columns of the

313−10 fractional factorial design given in Table 3 in Xu (2005). The results are

listed in Table 3. The first column lists the number of factors m. For each

m-factor regular design, the first and second rows in Table 3 give the results
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Table 4. 12 types of level permutations for four-level factors.

Notation Permutation Notation Permutation

i1 {0, 1, 2, 3} → {0, 1, 2, 3} i7 {0, 1, 2, 3} → {1, 0, 2, 3}
i2 {0, 1, 2, 3} → {0, 1, 3, 2} i8 {0, 1, 2, 3} → {1, 0, 3, 2}
i3 {0, 1, 2, 3} → {0, 2, 1, 3} i9 {0, 1, 2, 3} → {1, 2, 0, 3}
i4 {0, 1, 2, 3} → {0, 2, 3, 1} i10 {0, 1, 2, 3} → {1, 2, 3, 0}
i5 {0, 1, 2, 3} → {0, 3, 1, 2} i11 {0, 1, 2, 3} → {1, 3, 0, 2}
i6 {0, 1, 2, 3} → {0, 3, 2, 1} i12 {0, 1, 2, 3} → {1, 3, 2, 0}

obtained by the minimum contamination criterion (represented by λ) and the β-

aberration criterion (represented by β), respectively. The third column gives the

number of geometrically nonisomorphic designs identified by the two criteria.

The fourth column lists the number of designs with inconsistent ranks among

those nonisomorphic designs simultaneously identified by both criteria. The fifth

column gives the optimal designs selected by the two criteria whose factors are

chosen from the columns of the 313−10 regular design with symbols representing

the level permutation. Since columns 1, 2, 5 in the 313−10 regular design are

independent and used to generate the rest of the columns, the three columns are

always chosen. In the fifth column, we only list the columns other than 1, 2, 5.

The sixth and seven columns give the contamination pattern with λ2, λ3, λ4, and

the β-wordlength pattern with β3, β4, β5, respectively.

Table 3 shows that the minimum contamination criterion can identify more

geometrically nonisomorphic designs than the minimum β-aberration criterion at

m = 8. The two criteria are not consistent in ranking designs at m = 7, 8. When

m = 7, inconsistent ranking between the two criteria results in different choices

of optimal designs. The optimal design selected by the minimum contamination

criterion has smaller λ3 (=33.5) than that selected by the minimum β-aberration

criterion (λ3 = 33.75, same as the design 7-4.1 given in Table 4 in Tang and Xu

(2014)). Hence, it provides better estimation for linear effects if the third-order

effects are nonnegligible.

5.3. Optimal mixed-level designs

We compare the two criteria in selecting optimal mixed-level designs from

OA(36, 211312) and OA(48, 211412), given in Table 8C.6 and Table 8C.10 in Wu

and Hamada (2009). The twelve types of level permutations for four-level factors

which may result in geometrically nonisomorphic designs are listed in Table 4.

To obtain OA(n, sk11 sk22 ) from OA(n, sm1
1 sm2

2 ) for 0 ≤ k1 ≤ m1 and 0 ≤ k2 ≤ m2,

we first randomly selected k1 and k2 columns from m1 of s1-level columns and

m2 of s2-level columns in OA(n, sm1
1 sm2

2 ). Then a level permutation was ran-

domly assigned for each column. This procedure was repeated 5,000 times and
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the results are given in Table 5. The first column of Table 5 lists the orthogo-

nal arrays. For each orthogonal array, the first and second rows in Table 5 give

the results obtained by the minimum contamination criterion (represented by λ)

and the minimum β-aberration criterion (represented by β), respectively. The

third column gives the number of geometrically nonisomorphic designs identified

by the two criteria among the 5,000 randomly selected designs. It shows that

the minimum contamination criterion distinguishs more nonisomorphic designs

than the minimum β-aberration criterion. For OA(36, 2333), the minimum con-

tamination criterion identifies 4,625 nonisomorphic designs while the minimum

β-aberration criterion only identifies 3,090. Moreover, all of the nonisomorphic

designs identified by the minimum β-aberration criterion can be distinguished

by the minimum contamination criterion. The fourth column lists the number

of designs with inconsistent ranks among those nonisomorphic designs simulta-

neously identified by both criteria. It shows that ranking designs by the two

criteria can be very different. The fifth column lists the optimal designs deter-

mined by the two criteria among the 5,000 designs whose factors were randomly

selected from the columns of OA(36, 211312) or OA(48, 211412) with level per-

mutations indicated by the symbols for three-level columns and the superscripts

for four-level columns. The last two columns give the first different λk and

βk between the optimal designs selected by the two criteria. The results show

that the two criteria give different optimal designs in some cases. The ranks of

the top five designs given by the two criteria could be very inconsistent. For

instance, in the case of OA(48, 2542), designs d1 = (11, 212, 15, 16, 17, 21, 22),

d2 = (27, 33, 17, 19, 21, 22, 23), d3 = (62, 124, 13, 14, 17, 19, 23), d4 = (98, 1211, 14,

15, 17, 18, 22), and d5 = (711, 108, 15, 17, 19, 20, 23) are ranked as {1, 2, 3, 4, 5}
by the minimum contamination criterion but as {4, 5, 1, 2, 3} by the minimum

β-aberration criterion.

6. Concluding Remarks

We are ready to answer the questions raised at the start. First, for quantita-

tive factors, the connection between the minimum β-aberration criterion and the

minimum contamination criterion is not as simple as the linear relationship be-

tween the generalized minimum aberration (or G2-aberration) criterion and the

minimum contamination criterion for qualitative factors; the two criteria are not

equivalent for ranking designs. Second, ranking designs by the two criteria can be

very inconsistent, especially for larger or more complex designs; optimal designs

determined by them are likely to be different. Moreover, the minimum contami-

nation criterion takes advantage of the isomorphism examination. It has higher

power (could be > 30%) in identifying geometrically nonisomorphic designs than
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Table 5. Optimal mixed-level designs obtained from OA(36, 211312) and
OA(48, 211412).

Orghogonal Crit- # non- # diff. Optimal First diff. First diff.
array erion iso. ranks design λk βk

OA(36, 2135) λ 4773 3811 3, 1̆2, 1̆5, 1́9, 20, 2́3 λ3 = 9.578 β4 = 3.473

β 4771 3, 1́3, 15, 1̆7, 1̆9, 2́0 λ3 = 9.661 β4 = 3.431

OA(36, 2333) λ 4625 2750 2, 3, 11, 1̆4, 19, 23 - -
β 3090 Same as above - -

OA(36, 2234) λ 4942 4059 2, 5, 1̆3, 1̆7, 1́9, 20 λ3 = 8.870 β4 = 3.245

β 4938 7, 10, 1̆5, 16, 1́7, 1̆8 λ3 = 9.042 β4 = 2.995

OA(36, 2433) λ 4524 3798 1, 3, 10, 11, 1́2, 19, 23 - -
β 4186 Same as above - -

OA(48, 2442) λ 2179 1116 311, 51, 13, 20, 21, 22 λ4 = 3.582 β5 = 0.809
β 2151 17, 212, 15, 16, 19, 21 λ4 = 3.769 β5 = 0.729

OA(48, 2542) λ 2781 1567 11, 212, 15, 16, 17, 21, 22 λ3 = 3.227 β4 = 0.844
β 2759 62, 124, 13, 14, 17, 19, 23 λ3 = 3.360 β4 = 0.840

OA(48, 2143) λ 3183 1238 16, 119, 126, 15 - -
β 2842 Same as above - -

OA(48, 2343) λ 4975 2625 14, 28, 36, 15, 18, 22 - -
β 4974 Same as above - -

the minimum β-aberration criterion. The minimum contamination criterion se-

quentially minimizes the contamination of nonnegligible kth-order effects on the

estimation of linear effects; this makes it effective in controlling the expected total

mean square error of the estimation. In summary, the minimum contamination

criterion is recommended for selecting optimal designs for screening quantitative

factors.
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Appendix

Proof of Lemma 1. For three-level designs, cj0(x) = 1, cj1(x) =
√
3/2(x − 1),

and cj2(x) =
√
2((3/2)(x−1)2−1). By simple calculation, we obtain cj0(x)c

j
tj
(x) =

cjtj (x), c
j
1(x)c

j
1(x)=(1/

√
2)cj2(x)+c

j
0(x), c

j
1(x)c

j
2(x)=(1/

√
2)cj1(x), and cj2(x)c

j
2(x)

= −(1/
√
2)cj2(x)+ cj0(x). Let T

l(g)
i,j = {t ∈ T | tl = g, ||t||0 = i+ j, ||t||1 = i+2j}.
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quentially minimizes the contamination of nonnegligible kth-order effects on the

estimation of linear effects; this makes it effective in controlling the expected total
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For given p and q, where p+ 2q ≥ 2,

λp,q =
1

n2

m∑
l=1

∑
t∈Tp,q

{ n∑
i=1

m∏
j=1
j ̸=l

cjtj (xij)[c
l
1(xil)c

l
tl
(xil)]

}2

. (A.1)

Because
∑

t∈Tp,q =
∑

t∈T l(0)
p,q

+
∑

t∈T l(1)
p,q

+
∑

t∈T l(2)
p,q

, we divide (A.1) into three

parts. For t ∈ T l(0)
p,q , we obtain

1

n2

m∑
l=1

∑

t∈T l(0)
p,q

{ n∑
i=1

m∏
j=1
j ̸=l

cjtj (xij)[c
l
1(xil)c

l
0(xil)]

}2

=

m∑
l=1

∑

t′∈T l(1)
p+1,q

(
bt′

b0

)2

. (A.2)

For a given l, there are
(
m−1
p

)(
m−1−p

q

)
t′’s in T l(1)

p+1,q. Hence, for l from 1 to m,

there are m
(
m−1
p

)(
m−1−p

q

)
t′’s, where t′’s ∈ Tp+1,q. Among all the t′’s, there

are only
(

m
p+1

)(
m−(p+1)

q

)
different t′’s ∈ Tp+1,q and they appear equally often.

Therefore, (A.2) is

m
(m−1

p

)(
m−1−p

q

)
(

m
p+1

)(
m−(p+1)

q

)
∑

t′∈Tp+1,q

(
bt′

b0

)2

= (p+ 1)βp+1,q. (A.3)

Similarly, for t ∈ T l(2)
p,q , we obtain

1

n2

m∑
l=1

∑

t∈T l(2)
p,q

{ n∑
i=1

m∏
j=1
j ̸=l

cjtj (xij)[c
l
1(xil)c

l
2(xil)]

}2

=
p+ 1

2
βp+1,q−1,

and for t ∈ T l(1)
p,q , we obtain

1

n2

m∑
l=1

∑

t∈T l(1)
p,q

{ n∑
i=1

m∏
j=1
j ̸=l

cjtj (xij)[c
l
1(xil)c

l
1(xil)]

}2

=
q + 1

2
βp−1,q+1 + (m− p− q + 1)βp−1,q +

√
2ξp−1,q.

The result holds, accordingly.

Proof of Proposition 1. According to the definitions, βi,j = 0 for i, j < 0,

i, j > m, or i+ j > m, and ξi,j = 0 if i, j < 0, i, j > m− 1, or i+ j > m− 1. By
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Lemma 1, when k is even, we obtain

λk =

k/2∑
j=0

(
k− 3

2
j+1

)
βk−2j+1,j+

(
m− k − 1

2

)k/2−1∑
j=0

βk−2j−1,j+
√
2

k/2−1∑
j=0

ξk−2j−1,j

=
(
1 + k − 3

2
×
⌈k
2

⌉)
βk+1 +

(
m− k − 1

2

)
βk−1

+
3

2

⌈k/2⌉−1∑
j=0

(⌈k
2

⌉
− j

)
βk−2j+1,j +

√
2

⌈k/2⌉−1∑
j=0

ξk−2j−1,j .

The result for odd k can be similarly obtained.

Proof of Theorem 1. Rewrite (3.3) as

λk =

{(
1 + k − 3

2
×
⌈k
2

⌉)
βk+1 +B1 +B2

}
+
(
r + 1− k − 1

2

)
βk−1,

where B1 = (3/2)
∑⌈k/2⌉−1

j=0 (⌈k/2⌉ − j)βk−2j+1,j and B2 =
√
2
∑⌈k/2⌉−1

j=0 ξk−2j−1,j

= 0. For k = 2, . . . , r, we obtain

(
1+k− 3

2

⌈k
2

⌉)
βk+1+B1=

⌈k/2⌉∑
j=0

(k− 3

2
j+1)βk−2j+1,j = (k + 1)βk+1.

For k = r + 1, . . . ,m′ − 1,

(
1 + k − 3

2

⌈k
2

⌉)
βk+1 +B1 =

⌈k/2⌉∑
j=k−r

(k − 3

2
j + 1)βk−2j+1,j =

1

2
(3r + 2− k)βk+1.

For k = m′(= 2m),

(
1 + k − 3

2

⌈k
2

⌉)
βk+1 +B1 =

⌈k/2⌉∑
j=0

(k − 3

2
j + 1)βk−2j+1,j = 0.

The result holds, accordingly.

Proof of Lemma 2. The polynomial contrast cju(x) of factor Xj satisfies the

condition (see the proof of Theorem 3.1 in Cheng and Ye (2004))

cju(x) =

{
−cju(2d− x), if j is odd,

cju(2d− x), if j is even.
(A.4)

If A and B are geometrically isomorphic, B must be obtained from A by column

permutation and reversal of levels. Let the column permutation be Xj → Xwj ,
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Lemma 1, when k is even, we obtain

λk =

k/2∑
j=0

(
k− 3

2
j+1

)
βk−2j+1,j+

(
m− k − 1

2

)k/2−1∑
j=0

βk−2j−1,j+
√
2

k/2−1∑
j=0

ξk−2j−1,j

=
(
1 + k − 3

2
×
⌈k
2

⌉)
βk+1 +

(
m− k − 1

2

)
βk−1

+
3

2

⌈k/2⌉−1∑
j=0

(⌈k
2

⌉
− j

)
βk−2j+1,j +

√
2

⌈k/2⌉−1∑
j=0

ξk−2j−1,j .

The result for odd k can be similarly obtained.

Proof of Theorem 1. Rewrite (3.3) as

λk =

{(
1 + k − 3

2
×
⌈k
2

⌉)
βk+1 +B1 +B2

}
+
(
r + 1− k − 1

2

)
βk−1,

where B1 = (3/2)
∑⌈k/2⌉−1

j=0 (⌈k/2⌉ − j)βk−2j+1,j and B2 =
√
2
∑⌈k/2⌉−1

j=0 ξk−2j−1,j

= 0. For k = 2, . . . , r, we obtain

(
1+k− 3

2

⌈k
2

⌉)
βk+1+B1=

⌈k/2⌉∑
j=0

(k− 3

2
j+1)βk−2j+1,j = (k + 1)βk+1.

For k = r + 1, . . . ,m′ − 1,

(
1 + k − 3

2

⌈k
2

⌉)
βk+1 +B1 =

⌈k/2⌉∑
j=k−r

(k − 3

2
j + 1)βk−2j+1,j =

1

2
(3r + 2− k)βk+1.

For k = m′(= 2m),

(
1 + k − 3

2

⌈k
2

⌉)
βk+1 +B1 =

⌈k/2⌉∑
j=0

(k − 3

2
j + 1)βk−2j+1,j = 0.

The result holds, accordingly.

Proof of Lemma 2. The polynomial contrast cju(x) of factor Xj satisfies the

condition (see the proof of Theorem 3.1 in Cheng and Ye (2004))

cju(x) =

{
−cju(2d− x), if j is odd,

cju(2d− x), if j is even.
(A.4)

If A and B are geometrically isomorphic, B must be obtained from A by column

permutation and reversal of levels. Let the column permutation be Xj → Xwj ,
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and let hj = 1 if the levels of factor Xj are reversed and hj = 0 if not. Then

al,t1···tm(A) =

n∑
i=1

m∏
j=1
j ̸=l

cjtj (xij)[c
l
ul
(xil)c

l
tl
(xil)]

=
n∑

i=1

m∏
j=1
j ̸=l

(−1)hjtwj c
wj

twj
(xiwj )[(−1)hluwl cwl

uwl
(xiwl

)(−1)hltwl cwl
twl

(xiwl
)]

=

(
(−1)hl(uwl

+twl
)

m∏
j=1
j ̸=l

(−1)hjtwj

)
XT

0|uwl
=1
Xtw1 ···twm

=

(
(−1)hl(1+twl

)
m∏
j=1
j ̸=l

(−1)hjtwj

)
awl,tw1 ···twm

(B).

Proof of Theorem 3. For two geometrically isomorphic designs A and B,

assume that B is obtained from A by a column permutation, (w1, . . . , wm), and

a level permutation, (h1, . . . , hm), where hj = 1 if the levels of factor Xj are

reversed, hj = 0 if not. Then for t = t1 · · · tm ∈ T , we obtain

λk(A) =
1

n2

m∑
l=1

∑
||t1···tm||1=k

{al,t1···tm(A)}2

=
1

n2

m∑
l=1

∑
||tw1 ···twm ||1=k

{(
(−1)hl(1+twl

)
m∏
j=1
j ̸=l

(−1)hjtwj

)
awl,tw1 ···twm

(B)

}2

= λk(B)

for k = 2, . . . ,m′. The result holds.
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and let hj = 1 if the levels of factor Xj are reversed and hj = 0 if not. Then

al,t1···tm(A) =

n∑
i=1

m∏
j=1
j ̸=l
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l
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=

(
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)
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awl,tw1 ···twm

(B).

Proof of Theorem 3. For two geometrically isomorphic designs A and B,

assume that B is obtained from A by a column permutation, (w1, . . . , wm), and

a level permutation, (h1, . . . , hm), where hj = 1 if the levels of factor Xj are

reversed, hj = 0 if not. Then for t = t1 · · · tm ∈ T , we obtain

λk(A) =
1

n2

m∑
l=1

∑
||t1···tm||1=k

{al,t1···tm(A)}
2

=
1

n2

m∑
l=1

∑
||tw1 ···twm ||1=k
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(−1)hl(1+twl

)
m∏
j=1
j ̸=l

(−1)hjtwj

)
awl,tw1 ···twm

(B)

}2

= λk(B)

for k = 2, . . . ,m′. The result holds.
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