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We provide the proofs for Hohmann and Holzmann (2015).

For convenience, we first recall the set-up and the results from Hohmann and Holzmann (2015) before turning to the proofs in the Appendix. Let $B_{1}(0)=\left\{x \in \mathbb{R}^{2}:\|x\| \leq 1\right\}$ be the unit disc in $\mathbb{R}^{2}$ and let $f: B_{1}(0) \rightarrow \mathbb{R}$ be integrable. Then its Radon transform is defined (for almost all $(\varphi, s))$ as

$$
\begin{array}{r}
\mathrm{R} f(\varphi, s)=\int_{|t| \leq \sqrt{1-s^{2}}} f(s \cos \varphi-t \sin \varphi, s \sin \varphi+t \cos \varphi) d t \\
(\varphi, s) \in[-\pi / 2, \pi / 2] \times[-1,1]
\end{array}
$$

Consider the Radon transform as an operator between weighted $L_{2}$-spaces

$$
\begin{align*}
& \mathrm{R}: L_{2}\left(B_{1}(0) ; \mu_{2}\right) \longrightarrow L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right),  \tag{1}\\
& d \mu_{2}(x, y)=w_{2}(x, y) d x d y, \quad d \mu_{1}(\varphi, s)=\lambda(\varphi) w_{1}(s) d \varphi d s .
\end{align*}
$$

For the weight functions $w_{1}$ and $w_{2}$, we consider the following parametric families in $\gamma>$
$-1 / 2$,

$$
\begin{align*}
w_{1}(s) & =\frac{\sqrt{\pi} \Gamma(\gamma+1 / 2)}{\gamma \Gamma(\gamma)}\left(1-s^{2}\right)^{1 / 2-\gamma}, \quad-1 \leq s \leq 1,  \tag{2}\\
w_{2}(x, y) & =\frac{\pi}{\gamma}\left(1-x^{2}-y^{2}\right)^{1-\gamma}, \quad(x, y) \in B_{1}(0) .
\end{align*}
$$

## Gaussian white noise

We observe

$$
\begin{equation*}
d Y(\varphi, s)=(\mathrm{R} f)(\varphi, s) d \mu_{1}(\varphi, s)+\varepsilon d W(\varphi, s) \tag{3}
\end{equation*}
$$

which means that for any $h(\varphi, s) \in L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right)$, we may observe

$$
\begin{align*}
Y(h) & =\int_{-\pi / 2}^{\pi / 2} \int_{-1}^{1} \mathrm{R} f(\varphi, s) h(\varphi, s) \lambda(\varphi) w_{1}(s) d \varphi d s+\varepsilon \int_{-\pi / 2}^{\pi / 2} \int_{-1}^{1} h(\varphi, s) d W(\boldsymbol{\varphi}, s)  \tag{4}\\
& =\langle(\mathrm{R} f), h\rangle_{\mu_{1}}+\varepsilon W(h)
\end{align*}
$$

where $W(h)$ is a Gaussian field with mean zero and covariance

$$
E\left(W\left(h_{1}\right) W\left(h_{2}\right)\right)=\left\langle h_{1}, h_{2}\right\rangle_{\mu_{1}}, \quad h_{1}, h_{2} \in L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right) .
$$

## Review of general infinite white noise sequence models

We start by briefly reviewing some general facts about minimax estimation in infinite white noise sequence models from Cavalier and Tsybakov (2002). Consider observing

$$
\begin{equation*}
Y_{k}=\theta_{k}+\varepsilon \sigma_{k}^{-1} \xi_{k}, \quad k=0,1,2, \ldots \tag{5}
\end{equation*}
$$

with $\left(\xi_{k}\right)_{k}$ an i.i.d. Gaussian white noise, $\varepsilon>0$ the noise level, and $\left(\sigma_{k}\right)_{k}$ a known sequence of strictly positive weights. The goal is to estimate the parameter $\theta=\left(\theta_{0}, \theta_{1}, \ldots\right)$ from the
noisy observations $Y_{k}$. Certainly, estimating $\theta$ gets more involved the smaller the weights $\sigma_{k}$ are. Asymptotics in this infinite sequence model are w.r.t. $\varepsilon \rightarrow 0$.

A linear estimator $\hat{\theta}=\hat{\theta}(h)$ of $\theta$ is defined as $\hat{\theta}_{k}=h_{k} Y_{k}$ for some given real sequence $h=\left(h_{0}, h_{1}, \ldots\right)$, not depending on the $Y_{k}$. The class of linear estimators thus corresponds to the class of real, countably infinite sequences $h$. The mean squared risk of an estimator $\hat{\theta}$ is defined as

$$
R_{\varepsilon}(\hat{\theta}, \theta)=\mathrm{E}\|\hat{\theta}-\theta\|^{2}=\sum_{k=0}^{\infty} \mathrm{E}\left[\left(\hat{\theta}_{k}-\theta_{k}\right)^{2}\right]
$$

Define the linear minimax risk on a class $\Theta$ by

$$
r_{\varepsilon}^{L}(\Theta)=\inf _{h \in \mathbb{R}^{\mathbb{N}}} \sup _{\theta \in \Theta} R_{\varepsilon}(\hat{\theta}(h), \theta)
$$

and the minimax risk on $\Theta$ by

$$
r_{\varepsilon}(\Theta)=\inf _{\hat{\theta}} \sup _{\theta \in \Theta} R_{\varepsilon}(\hat{\theta}, \theta),
$$

where $\inf _{\hat{\theta}}$ is the infimum over all possible estimators. An estimator $\hat{\theta}$ is said to be rate optimal on $\Theta$ if

$$
\sup _{\theta \in \Theta} R_{\mathcal{E}}(\hat{\theta}, \theta) \asymp r_{\varepsilon}(\Theta) \quad \text { as } \varepsilon \rightarrow 0 .
$$

It is said to be asymptotically minimax or asymptotically efficient on $\Theta$ if

$$
\sup _{\theta \in \Theta} R_{\varepsilon}(\hat{\theta}, \theta) \sim r_{\varepsilon}(\Theta) \quad \text { as } \varepsilon \rightarrow 0
$$

The class $\Theta$ is typically chosen to be an $l_{2}$-ellipsoid, i. e., given a constant $L>0$ and a sequence $a=\left(a_{0}, a_{1}, \ldots\right)$ of real ellipsoid weights, set

$$
\begin{equation*}
\Theta=\Theta(a, L)=\left\{\theta: \sum_{k=0}^{\infty} a_{k}^{2} \theta_{k}^{2} \leq L\right\} . \tag{6}
\end{equation*}
$$

## Pinsker estimator

Let $\Theta=\Theta(a, L)$ be an ellipsoid according to (6), and assume that for all $\varepsilon>0$ there exists a solution $c_{\varepsilon}$ to the equation

$$
\begin{equation*}
\varepsilon^{2} \sum_{k=0}^{\infty} \sigma_{k}^{-2} a_{k}\left(1-c_{\varepsilon} a_{k}\right)_{+}=c_{\varepsilon} L \tag{7}
\end{equation*}
$$

where the subscript + denotes positive part, $x_{+}=\max \{x, 0\}$. Then, the Pinsker estimator is defined as the linear estimator $\hat{\boldsymbol{\theta}}\left(h^{*}\right)$ with weights $h_{k}^{*}=\left(1-c_{\varepsilon} a_{k}\right)_{+}, k=0,1, \ldots$.

Theorem 0.1 (Pinsker, 1980). a. The Pinsker estimator $\hat{\boldsymbol{\theta}}\left(h^{*}\right)$ is linear minimax on $\Theta(a, L)$, i.e., $\sup _{\theta \in \Theta} R_{\varepsilon}\left(\hat{\theta}\left(h^{*}\right), \theta\right)=r_{\varepsilon}^{L}(\Theta)$ for all $\varepsilon>0$, where the linear minimax risk is given by

$$
\begin{equation*}
r_{\varepsilon}^{L}(\Theta)=\varepsilon^{2} \sum_{k=0}^{\infty} \sigma_{k}^{-2}\left(1-c_{\varepsilon} a_{k}\right)_{+} \tag{8}
\end{equation*}
$$

b. If

$$
\begin{equation*}
\frac{\max _{k: a_{k}<T} \sigma_{k}^{-2}}{\sum_{k: a_{k}<T} \sigma_{k}^{-2}} \longrightarrow 0 \tag{9}
\end{equation*}
$$

as $T \rightarrow \infty$, then $r_{\varepsilon}(\Theta) \sim r_{\varepsilon}^{L}(\Theta)$ as $\varepsilon \rightarrow 0$, i.e., under (9) the Pinsker estimator is even asymptotically efficient on $\Theta(a, L)$.

The condition (9) is from Cavalier and Tsybakov (2002). As we shall see below, the Pinsker estimator may also be efficient if this condition is not satisfied.

Remark. If the sequence $a$ is monotonically non-decreasing, then there always exists a solution $c_{\varepsilon}$ to (7) so that the Pinsker estimator is well-defined and Theorem 0.1 applies. Even more, in this case $c_{\varepsilon}$ is unique and known to be given by

$$
c_{\varepsilon}=\frac{\sum_{k=0}^{N_{\varepsilon}} \sigma_{k}^{-2} a_{k}}{L / \varepsilon^{2}+\sum_{k=0}^{N_{\varepsilon}} \sigma_{k}^{-2} a_{k}^{2}}
$$

where

$$
\begin{equation*}
N_{\varepsilon}=\max \left\{k: a_{k} \leq c_{\varepsilon}^{-1}\right\}=\max \left\{n: \varepsilon^{2} \sum_{k=0}^{n} \sigma_{k}^{-2} a_{k}\left(a_{n}-a_{k}\right) \leq L\right\} \tag{10}
\end{equation*}
$$

and the minimax risk is attained at $\left(\hat{\theta}\left(h^{*}\right), \theta^{*}\right)$ with

$$
\begin{equation*}
\theta_{k}^{*}=\frac{\varepsilon}{\sigma_{k}} \sqrt{\frac{\left(1-c_{\varepsilon} a_{k}\right)_{+}}{c_{\varepsilon} a_{k}}} \tag{11}
\end{equation*}
$$

## The sequence model for the Radon transform

Suppose now that we observe the Radon transform $\mathrm{R} f$ of a function $f \in L_{2}\left(B_{1}(0) ; \mu_{2}\right)$ in the white noise model (3).

We require the singular value decomposition of the operator $R$ in (1). It consists of triples

$$
\begin{equation*}
\left\{\Psi_{m, l}, \Phi_{m, l}, \sigma_{m, l}\right\}_{m \geq l \geq 0} \tag{12}
\end{equation*}
$$

where the $\left(\Psi_{m, l}\right)_{m \geq l \geq 0}$ form an orthonormal basis of $L_{2}\left(B_{1}(0) ; \mu_{2}\right)$, the $\left\{\Phi_{m, l}\right\}_{m \geq l \geq 0}$ are orthonormal in $L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right)$ and complete in range $(\mathrm{R}), \sigma_{m, l}>0$ for all $m \geq$ $l \geq 0$ and $\mathrm{R} \Psi_{m, l}=\sigma_{m, l} \Phi_{m, l}$ and $\mathrm{R}^{*} \Phi_{m, l}=\sigma_{m, l} \Psi_{m, l}$, where $\mathrm{R}^{*}$ is the adjoint operator of R, see Proposition B.2. The $\left(\Psi_{m, l}\right)_{m \geq l \geq 0}$ and $\left(\Phi_{m, l}\right)_{m \geq l \geq 0}$ are called the singular functions, the $\left(\sigma_{m, l}\right)_{m \geq l \geq 0}$ the singular values. The singular values are presented in the next section, while the derivation of the SVD together with explicit forms of the singular functions in terms of orthogonal polynomials, is given in the Appendix B.1.

Evaluating (4) at the singular functions $\Phi_{m, l}$, we obtain the doubly indexed sequence of observations

$$
Y\left(\Phi_{m, l}\right)=\left\langle\mathrm{R} f, \Phi_{m, l}\right\rangle_{\mu_{1}}+\varepsilon W\left(\Phi_{m, l}\right)=\sigma_{m, l} \theta_{m, l}+\varepsilon \xi_{m, l}
$$

where $\theta_{m, l}=\left\langle f, \Psi_{m, l}\right\rangle_{\mu_{2}}$ are the Fourier coefficients of $f$ w.r.t. the basis $\left(\Psi_{m, l}\right)$, and $\xi_{m, l}=$ $W\left(\Phi_{m, l}\right)$ are independent standard-normal random variables. Now rescale $Y_{m, l}=\sigma_{m, l}^{-1} Y\left(\Phi_{m, l}\right)$,
so that

$$
\begin{equation*}
Y_{m, l}=\theta_{m, l}+\varepsilon \sigma_{m, l}^{-1} \xi_{m, l}, \quad m \geq l \geq 0 \tag{13}
\end{equation*}
$$

Thus, in the doubly indexed sequence model (13), ellipsoidal smoothness assumptions on $f$ correspond to the decay of the Fourier coefficients $\theta_{m, l}$ w.r.t. the basis $\left(\Psi_{m, l}\right)_{m \geq l \geq 0}$, while rates of convergence depend on the decay of the singular values $\sigma_{m, l}$.

We investigate estimation of $\theta$ over the ellipsoids

$$
\begin{aligned}
& \Theta_{1}=\Theta_{1}(\kappa, L)=\left\{\theta: \sum_{m \geq l \geq 0}(m+1)^{2 \kappa} \theta_{m, l}^{2} \leq L\right\} \\
& \Theta_{2}=\Theta_{2}(\kappa, L)=\left\{\theta: \sum_{m \geq l \geq 0}(m-l+1)^{2 \kappa}(l+1)^{2 \kappa} \theta_{m, l}^{2} \leq L\right\} .
\end{aligned}
$$

Compared to (6), where $a$ is a full sequence of weights, here we use a slightly different notation in which the parameter $\kappa$ determines the whole weighting sequence.

Since $m+1 \leq(m-l+1)(l+1) \leq(m+1)^{2}$ for any $0 \leq l \leq m$,

$$
\begin{equation*}
\Theta_{1}(2 \kappa, L) \subset \Theta_{2}(\kappa, L) \subset \Theta_{1}(\kappa, L) \tag{14}
\end{equation*}
$$

Remark (Pinsker estimator for the Radon sequence model). In order to apply Pinkser's Theorem 0.1 to these ellipsoids in the doubly-indexed sequence model, we require total orderings $\prec_{i}, i=1,2$, of the index set $\{(m, l), m \geq l \geq 0\}$, for which the weights in $\Theta_{i}$ are nondecreasing: For $\Theta_{1}$, we let $(m, l) \prec_{1}(\tilde{m}, \tilde{l})$ if $m<\tilde{m}$ or if $m=\tilde{m}$ and $l<\tilde{l}$. Similarly, for $\Theta_{2}$ we let $(m, l) \prec_{2}(\tilde{m}, \tilde{l})$ if $(l+1)(m-l+1)<(\tilde{l}+1)(\tilde{m}-\tilde{l}+1)$ or if there is equality and $l<\tilde{l}$.

## The singular values

We present the singular values $\sigma_{m, l}$ in the SVD (12) of the Radon transform, see Section B in
the supplement for the proofs. Let

$$
\begin{equation*}
\mathrm{C}_{m}=\operatorname{diag}\left(c_{m, 0}, \ldots, c_{m, m}\right), \quad c_{m, j}=\binom{m}{j} \frac{\Gamma(2 \gamma) \Gamma(j+\gamma) \Gamma(m-j+\gamma)}{\Gamma(m+2 \gamma) \Gamma(\gamma)^{2}} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{A}_{m}=\left(d_{j-k}\right)_{j, k=0, \ldots, m}, \quad m=0,1,2, \ldots \tag{16}
\end{equation*}
$$

which is the Toeplitz matrix determined by the sequence

$$
d_{z}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-i z \varphi^{\prime}} \lambda\left(\varphi^{\prime} / 2\right) d \varphi^{\prime}=\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} e^{-i 2 z \varphi^{\prime}} \lambda\left(\varphi^{\prime}\right) d \varphi^{\prime}, \quad z \in \mathbb{Z}
$$

The Toeplitz matrix $\mathrm{A}_{m}$ is Hermitian and positive semidefinite, and it is well known that it is even positive definite whenever $\lambda$ is not essentially zero (which we shall always assume), see for instance Tilli (2003) for universal lower bounds on the smallest eigenvalues of sequences of Toeplitz matrices. We shall denote its (positive) eigenvalues by

$$
\alpha_{m, 0} \geq \ldots \geq \alpha_{m, m}>0
$$

The matrix $\mathrm{B}_{m}:=\mathrm{C}_{m} \mathrm{~A}_{m}$ is then also diagonizable, with strictly positive eigenvalues (see Section B), which we denote by

$$
\beta_{m, 0} \geq \ldots \geq \beta_{m, m}>0
$$

The singular values of R are given by

$$
\begin{equation*}
\sigma_{m, l}=\sqrt{\pi \beta_{m, l}}, \quad m \geq l \geq 0 \tag{17}
\end{equation*}
$$

## The case $\gamma=1$ (Fan beam design)

In this case the weights $c_{m, l}$ have the simple form $c_{m, l}=(m+1)^{-1}$ for all $m$, so, given the
eigenvalues $\alpha_{m, l}$ of $\mathrm{A}_{m}$, it follows that $\beta_{m, l}=\alpha_{m, l} /(m+1)$, and thus the singular values of the operator R are

$$
\begin{equation*}
\sigma_{m, l}=\sqrt{\frac{\pi \alpha_{m, l}}{m+1}}, \quad m \geq l \geq 0 \tag{18}
\end{equation*}
$$

In the general case, the eigenvalues of $\mathrm{B}_{m}$ cannot be expressed in terms of those of $\mathrm{A}_{m}$, however, it is possible to derive certain bounds. First, concerning the $c_{m, l}$, and using $\Gamma(x+$ $\delta) / \Gamma(x) \sim x^{\delta}$ as $x \rightarrow \infty$ for all $\delta \in \mathbb{R}$, it is easily seen that the inner weights, those for which $l$ grows as $p m$ for some $p \in(0,1)$, decay according to

$$
c_{m, l} \sim \frac{\Gamma(2 \gamma)}{\Gamma(\gamma)^{2}}(p(1-p))^{\gamma-1}(m+1)^{-1}
$$

while the outer weights with $l$ (or $m-l$ ) fixed behave like

$$
c_{m, l} \sim \frac{\Gamma(2 \gamma)}{\Gamma(\gamma)^{2}} \frac{\Gamma(l+\gamma)}{\Gamma(l+1)}(m+1)^{-\gamma}
$$

both as $m \rightarrow \infty$. In particular, for $\gamma \leq 1$, the extreme weights satisfy

$$
\begin{equation*}
\min _{l=0, \ldots, m} c_{m, l} \sim \frac{\Gamma(2 \gamma)}{\Gamma(\gamma)^{2} 4^{\gamma-1}}(m+1)^{-1}, \quad \max _{l=0, \ldots, m} c_{m, l} \sim \frac{\Gamma(2 \gamma)}{\Gamma(\gamma)}(m+1)^{-\gamma} . \tag{19}
\end{equation*}
$$

For $\gamma>1$ the roles of min and max are reversed.

From these estimates as well as general bounds on the eigenvalues of products of positive definite Hermitian matrices, see for instance Wang and Zhang (1992) and Zhang and Zhang (2006) we in obtain the bounds

$$
\begin{equation*}
\frac{\Gamma(2 \gamma)}{\Gamma(\gamma)^{2} 4^{\gamma-1}} \frac{\alpha_{m, m}}{m+1}(1+o(1)) \stackrel{(\geq)}{\leq} \beta_{m, m} \stackrel{(\geq)}{\leq} \frac{\Gamma(2 \gamma)}{\Gamma(\gamma)} \frac{\alpha_{m, m}}{(m+1)^{\gamma}}(1+o(1)), \quad-1 / 2<\gamma \leq 1 . \tag{20}
\end{equation*}
$$

## Limited angle Radon transform

We start with estimation in the limited angle case, where $\lambda=\mathbf{1}_{[-\eta, \eta]}$ for an $\eta<\pi / 2$. In this case the Toeplitz matrices $\mathrm{A}_{m}$ generated by $\lambda$ are given by

$$
\mathrm{A}_{m}=\left(\frac{\sin (2(j-k) \eta)}{\pi(j-k)}\right)_{j, k=0, \ldots, m}
$$

where for $j=k$ this expression is understood as the continuous continuation with value $2 \eta / \pi$. It is well known that the small eigenvalues of $\mathrm{A}_{m}$ decay to zero exponentially fast, see Slepian (1978), and specifically that

$$
\begin{equation*}
\alpha_{m, m} \sim C m^{1 / 2} e^{-\xi m} \quad \text { as } \quad m \rightarrow \infty, \tag{21}
\end{equation*}
$$

where the constants $C, \xi>0$ only depend on the angle $\eta$, and where $\xi$ is given by

$$
\begin{equation*}
\xi=\log \left(1+\frac{2 \sqrt{1-\cos (\pi-2 \eta)}}{\sqrt{2}-\sqrt{1-\cos (\pi-2 \eta)}}\right) \tag{22}
\end{equation*}
$$

Slepian (1978) also discusses the behaviour of the other extreme as well as of the intermediate eigenvalues, which we shall not require, however.

We define the projection estimator $\hat{\boldsymbol{\theta}}\left(h^{P r}\right)$ with truncation level $M_{\varepsilon}$ as the linear estimator with $h_{m, l}=1$ for all $0 \leq l \leq m \leq M_{\mathcal{E}}$, and $h_{m, l}=0$ otherwise.

Theorem 3.1 (main paper) If there exist $\rho_{1}, \rho_{2} \in \mathbb{R}$ and $\tau_{1} \geq \tau_{2}>0$ such that the sequence of smallest singular values $\sigma_{m, m}$ satisfies

$$
m^{\rho_{1}} e^{-\tau_{1} m} \lesssim \sigma_{m, m} \lesssim m^{\rho_{2}} e^{-\tau_{2} m} \quad \text { as } m \rightarrow \infty,
$$

then

$$
r_{\varepsilon}\left(\Theta_{i}(\kappa, L)\right) \log (1 / \varepsilon)^{2 \kappa}\left(L^{-1}+o(1)\right) \in\left[\tau_{2}^{2 \kappa}, \tau_{1}^{2 \kappa}\right] \quad \text { as } \varepsilon \rightarrow 0, \quad i=1,2
$$

If in particular $\tau_{1}=\tau_{2}=\tau$, then any projection estimator $\hat{\boldsymbol{\theta}}\left(h^{P r}\right)$ with truncation level

$$
M_{\varepsilon}=\left\lfloor\tau^{-1} \log (1 / \varepsilon)\left(1-\log (1 / \varepsilon)^{-\delta}\right)\right\rfloor
$$

for some $\delta \in(0,1)$ is efficient on $\Theta_{i}(\kappa, L), i=1,2$, and the corresponding minimax risk is given by

$$
r_{\varepsilon}\left(\Theta_{i}(\kappa, L)\right) \sim \tau^{2 \kappa} L \log (1 / \varepsilon)^{-2 \kappa} \quad \text { as } \varepsilon \rightarrow 0
$$

Corollary 3.3 (main paper) Let the weight function $\lambda:[-\pi / 2, \pi / 2] \rightarrow[0, \infty)$ be Lebesgue measurable and bounded above. If there exist $0<\eta_{1}<\eta_{2}<\pi / 2$ such that

$$
\inf _{|\varphi| \leq \eta_{1}} \lambda(\varphi)>0, \quad \sup _{|\varphi|>\eta_{2}} \lambda(\varphi)=0
$$

then

$$
r_{\varepsilon}\left(\Theta_{i}(\kappa, L)\right) \log (1 / \varepsilon)^{2 \kappa}\left(2^{2 \kappa} L^{-1}+o(1)\right) \in\left[\xi_{2}^{2 \kappa}, \xi_{1}^{2 \kappa}\right] \quad \text { as } \varepsilon \rightarrow 0, \quad i=1,2
$$

for any $\gamma>-1 / 2$, where the $\xi_{j}$ correspond to $\eta_{j}$ according to (22).

## Weight functions with isolated zeros

## Proposition 3.4 (main paper) a. If there exists $\rho \geq 0$ such that $\beta_{m, m} \gtrsim m^{-\rho}$ as $m \rightarrow \infty$,

 then$$
r_{\varepsilon}\left(\Theta_{i}(\kappa, L)\right)=O\left(\varepsilon^{\frac{4 \kappa}{2 \kappa+\rho+2}}\right) \quad \text { as } \varepsilon \rightarrow 0, \quad i=1,2
$$

b. Let $C>0$ and $0 \leq \rho_{1} \leq \rho<\rho_{1}+1$. If

$$
\begin{equation*}
m^{-\rho} \lesssim \beta_{m, m} \lesssim m^{-\rho_{1}} \quad \text { as } m \rightarrow \infty, \tag{23}
\end{equation*}
$$

then the Pinsker estimator on $\Theta_{i}(\alpha, L)$ is asymptotically efficient, and

$$
r_{\varepsilon}\left(\Theta_{i}(\alpha, L)\right) \gtrsim \varepsilon^{\frac{4 \kappa+2\left(\rho-\rho_{1}\right)}{2 \kappa+\rho+1}} \quad \text { as } \varepsilon \rightarrow 0, \quad i=1,2
$$

c. If

$$
\begin{equation*}
\beta_{m, m}^{-1} \sim C m^{\rho} \quad \text { as } m \rightarrow \infty, \tag{24}
\end{equation*}
$$

then

$$
r_{\varepsilon}\left(\Theta_{i}(\kappa, L)\right) \geq \tilde{C} \varepsilon^{\frac{4 \kappa}{2 \kappa+\rho+1}}(1+o(1)) \quad \text { as } \varepsilon \rightarrow 0, \quad i=1,2
$$

where

$$
\tilde{C}=\tilde{C}(\kappa, \rho, L, C)=\left(\frac{C \kappa}{\pi(\kappa+\rho+1)}\right)^{\frac{2 \kappa}{2 \kappa+\rho+1}} \frac{(L(2 \kappa+\rho+1))^{\frac{\rho+1}{2 \kappa+\rho+1}}}{\rho+1} .
$$

## Exact minimax rates and efficiency constants in case $\gamma=1$

Now we restrict ourselves to the case $\gamma=1$ (fan beam design), so that $\sigma_{m, l}=\sqrt{\pi \alpha_{m, l} /(m+1)}$ as given in (18). We shall impose the following assumptions on the eigenvalues $\alpha_{m, l}$ of the Toeplitz matrices $\mathrm{A}_{m}$.

Assumption. There exist $C>0$ and $\rho \geq 1$ such that

$$
\begin{equation*}
\sum_{l=0}^{m} \alpha_{m, l}^{-1} \sim C m^{\rho-1} \quad \text { as } m \rightarrow \infty \tag{25}
\end{equation*}
$$

Assumption. There exist $\rho \geq 2, \delta>0$, and a positive, bounded sequence $c=\left(c_{0}, c_{1}, \ldots\right)$ such that

$$
\begin{equation*}
\alpha_{m, l}^{-1}=c_{m-l} l^{\rho-1}+O\left(((m-l+1)(l+1))^{\rho-1-\delta}\right), \quad m \geq l \geq 0 . \tag{26}
\end{equation*}
$$

We say that $\lambda$ is banded if

$$
\lambda(\varphi)=\sum_{k=-r}^{r} d_{k} e^{i 2 k \varphi}, \quad r \in \mathbb{N}, \quad d_{r} \neq 0, \quad \bar{d}_{k}=d_{-k}
$$

since, by construction, the Hermitian Toeplitz matrices $\mathrm{A}_{m}$ generated by $\lambda$ are banded in this case, and in fact, the coefficients $d_{k}$ are exactly the entries of $\mathrm{A}_{m}$. In particular, the condition $\overline{d_{k}}=d_{-k}$ ensures that $\lambda$ is real.

Proposition 3.5 (main paper) Suppose that $\lambda$ is banded and satisfies $\lambda(-\pi / 2)=$ $\lambda(\pi / 2)=0$. Further, assume that there is a unique maximizer $\varphi_{0}$ such that $\lambda$ is strictly increasing on $\left(-\pi / 2, \varphi_{0}\right)$ and strictly decreasing on $\left(\varphi_{0}, \pi / 2\right)$, and the second derivatives of $\lambda$ at $\pi / 2$ and $\varphi_{0}$ are non-zero. Then the eigenvalues $\alpha_{m, l}$ satisfy (25) with $\rho=3$ and $C=4 /\left(3 \lambda^{\prime \prime}(\pi / 2)\right)$, as well as (26) with $\rho=3$ and $c_{j}=\frac{8}{\lambda^{\prime \prime}(\pi / 2) \pi^{2}}(j+1)^{-2}$.

## Linear Minimax risk on $\Theta_{1}$ under 25

Let $a_{m, l}=(m+1)^{\kappa}$ be the ellipsoid weights corresponding to $\Theta_{1}(\kappa, L)$. From (10) we have

$$
(m, l)_{\varepsilon}=\max \left\{(\tilde{m}, \tilde{l}): \varepsilon^{2} \sum_{(m, l) \prec_{1}(\tilde{m}, \tilde{l})} \sigma_{m, l}^{-2} a_{m, l}\left(a_{\tilde{m}, \tilde{l}}-a_{m, l}\right) \leq L\right\}
$$

where the maximum is taken w.r.t. the total ordering $\prec_{1}$ defined below (14). Since $a_{m, 0}=$ $\ldots=a_{m, m}$ for all $m$, we may include all $l$ for the maximal value of $m$ (since these do not increase the sum). Therefore, $(m, l)_{\varepsilon}=\left(N_{\mathcal{\varepsilon}}, N_{\varepsilon}\right)$, where

$$
N_{\varepsilon}=\max \left\{n: \varepsilon^{2} \sum_{m=0}^{n} \sum_{l=0}^{m} \sigma_{m, l}^{-2} a_{m, l}\left(a_{n, n}-a_{m, l}\right) \leq L\right\} .
$$

By 25 we have $\sum_{l=0}^{m} \sigma_{m, l}^{-2} \sim C \pi^{-1} m^{\rho}$, yielding

$$
\begin{aligned}
\sum_{m=0}^{n} \sum_{l=0}^{m} \sigma_{m, l}^{-2} a_{m, l}\left(a_{n, n}-a_{m, l}\right) & \sim \frac{C}{\pi} \sum_{m=0}^{n}\left(n^{\kappa} m^{\kappa+\rho}-m^{2 \kappa+\rho}\right) \\
& \sim \frac{C}{\pi} \frac{\kappa}{(\kappa+\rho+1)(2 \kappa+\rho+1)} n^{2 \kappa+\rho+1}
\end{aligned}
$$

as $n \rightarrow \infty$, and thus

$$
N_{\varepsilon} \sim\left(\frac{\pi L(\kappa+\rho+1)(2 \kappa+\rho+1)}{C \kappa \varepsilon^{2}}\right)^{1 /(2 \kappa+\rho+1)} \quad \text { as } \varepsilon \rightarrow 0 .
$$

Since $c_{\varepsilon} \sim N_{\varepsilon}^{-\kappa}$ by (10), and minding that $\left(1-c_{\varepsilon} a_{m, l}\right)_{+}=0$ for $m>N_{\varepsilon}$, from Pinsker's theorem we obtain

$$
\begin{align*}
r_{\varepsilon}^{L}\left(\Theta_{1}(\kappa, L)\right) & \sim \varepsilon^{2} \sum_{m=0}^{N_{\varepsilon}} \sum_{l=0}^{m} \sigma_{m, l}^{-2}\left(1-N_{\varepsilon}^{-\kappa}(m+1)^{\kappa}\right) \\
& \sim \frac{C \varepsilon^{2}}{\pi} \sum_{m=0}^{N_{\varepsilon}}\left(m^{\rho}-N_{\varepsilon}^{-\kappa} m^{\kappa+\rho}\right)  \tag{27}\\
& \sim \frac{C \varepsilon^{2}}{\pi} \frac{\kappa}{(\rho+1)(\kappa+\rho+1)} N_{\varepsilon}^{\rho+1} \\
& \sim C_{1}^{*} \varepsilon^{\frac{4 \kappa}{2 \kappa+\rho+1}}
\end{align*}
$$

with $C_{1}^{*}=C_{1}^{*}(\kappa, \rho, L, C)$ given in Theorem 3.6 below.

## Linear Minimax risk on $\Theta_{2}$ under 26

In order to simplify calculations, note that the ellipsoid $\Theta_{2}$ can be rewritten as

$$
\Theta_{2}(\kappa, L)=\left\{\theta: \sum_{j, k \geq 0}(j+1)^{2 \kappa}(k+1)^{2 \kappa} \theta_{j+k, k}^{2} \leq L\right\},
$$

corresponding to the sequence of ellipsoid weights $a_{j+k, k}=(j+1)^{\kappa}(k+1)^{\kappa}, j, k \geq 0$. Assumption 26 then reads

$$
\begin{equation*}
\alpha_{j+k, k}^{-1}=c_{j} k^{\rho-1}+O\left(((j+1)(k+1))^{\rho-1-\delta}\right), \quad j, k \geq 0 . \tag{28}
\end{equation*}
$$

Define the totally ordered index sets

$$
(n)=\left\{(j, k) \in \mathbb{N}_{0}^{2}:(j+1)(k+1) \leq n\right\}, \quad n \in \mathbb{N}
$$

Similarly as above, for the parameter $(j, k)_{\varepsilon}$ in (10) we have $\left\{(j, k) \prec_{2}(j, k)_{\varepsilon}\right\} \cup\left\{(j, k)_{\varepsilon}\right\}=$ $\left(N_{\varepsilon}\right)$, where

$$
N_{\varepsilon}=\max \left\{n: \varepsilon^{2} \sum_{(j, k) \in(n)} \sigma_{j+k, k}^{-2} a_{j+k, k}\left(n^{\kappa}-a_{j+k, k}\right) \leq L\right\}
$$

Since $\sigma_{j+k, k}^{-2}=(j+k+1) \pi^{-1} \alpha_{j+k, k}^{-1}$, Lemma A. 6 gives

$$
\sum_{(j, k) \in(n)} \sigma_{j+k, k}^{-2} a_{j+k, k}\left(n^{\kappa}-a_{j+k, k}\right) \sim \frac{K(\rho, c)}{\pi} \frac{\kappa}{(\kappa+\rho+1)(2 \kappa+\rho+1)} n^{2 \kappa+\rho+1}
$$

as $n \rightarrow \infty$, where

$$
\begin{equation*}
K(\rho, c)=\sum_{j=0}^{\infty} c_{j}(j+1)^{-(\rho+1)} \tag{29}
\end{equation*}
$$

Therefore,

$$
N_{\varepsilon} \sim\left(\frac{\pi L(\kappa+\rho+1)(2 \kappa+\rho+1)}{K(\rho, c) \kappa \varepsilon^{2}}\right)^{1 /(2 \kappa+\rho+1)} \quad \text { as } \varepsilon \rightarrow 0
$$

so following the lines in (27) and using Lemma A.6, we find that

$$
\begin{align*}
r_{\varepsilon}^{L}\left(\Theta_{2}(\kappa, L)\right) & =\varepsilon^{2} \sum_{(j, k) \in\left(N_{\varepsilon}\right)} \sigma_{j+k, k}^{-2}\left(1-N_{\varepsilon}^{-\kappa} a_{j+k, k}\right)  \tag{30}\\
& \sim C_{2}^{*} \varepsilon^{\frac{4 \kappa}{2 \kappa+\rho+1}}
\end{align*}
$$

with $C_{2}^{*}=C_{2}^{*}(\kappa, \rho, L, c)$ given in Theorem 3.6 below.

## Asymptotic efficiency on $\Theta_{1}$ and $\Theta_{2}$

Given (27) and (30), we now easily arrive at

Theorem 3.6 (main paper) $\quad$ For $i=1,2$, under 25 and 26, respectively,

$$
r_{\varepsilon}\left(\Theta_{i}(\kappa, L)\right) \sim C_{i}^{*} \varepsilon^{\frac{4 \kappa}{2 \kappa+\rho+1}} \quad \text { as } \varepsilon \rightarrow 0
$$

where

$$
\begin{gather*}
C_{i}^{*}=\left(\frac{\Xi_{i} \kappa}{\pi(\kappa+\rho+1)}\right)^{\frac{2 \kappa}{2 \kappa+\rho+1}} \frac{(L(2 \kappa+\rho+1))^{\frac{\rho+1}{2 k+\rho+1}}}{\rho+1}, \\
\Xi_{i}=\left\{\begin{array}{cl}
C, & i=1, \\
K(\rho, c), & i=2 .
\end{array}\right. \tag{31}
\end{gather*}
$$

## A. Proofs

## A.1. Proofs for Section 3.1 in main paper

The method of proof for the lower bound resembles that used in Golubev and Khasminskii (1999). Since the proof of Proposition 2 in that paper seems to be problematic (in particular the estimate in (26)), we provide a complete proof of a slightly stronger result (see Lemma A. 2 below). The main ingredient is the following lemma.

Lemma A.1. Let $\mu \geq 0, \sigma>0, \mathrm{P}(X=\mu)=\mathrm{P}(X=-\mu)=1 / 2$ and $Y \mid X \sim \mathcal{N}\left(X, \sigma^{2}\right)$. Then

$$
\mathrm{E}(\mathrm{E}(X \mid Y)-X)^{2} \geq \mu^{2}\left(1-2 \mu^{2} / \sigma^{2}\right)
$$

Proof. We have

$$
\mathrm{E}[X \mid Y]=\mu \frac{e^{-\frac{1}{2} \frac{(Y-\mu)^{2}}{\sigma^{2}}}-e^{-\frac{1}{2} \frac{(Y+\mu)^{2}}{\sigma^{2}}}}{e^{-\frac{1}{2} \frac{(Y-\mu)^{2}}{\sigma^{2}}}+e^{-\frac{1}{2} \frac{(Y+\mu)^{2}}{\sigma^{2}}}}=\mu \frac{e^{\frac{\mu Y}{\sigma^{2}}}-e^{-\frac{\mu Y}{\sigma^{2}}}}{e^{\frac{\mu Y}{\sigma^{2}}}+e^{-\frac{\mu Y}{\sigma^{2}}}}
$$

Since $\mathrm{E}[X \mid Y]|(X=\mu) \stackrel{d}{=}-\mathrm{E}[X \mid Y]|(X=-\mu)$, it follows that

$$
\mathrm{E}\left[(\mathrm{E}[X \mid Y]-X)^{2}\right]=\mathrm{E}\left[(\mathrm{E}[X \mid Y]-\mu)^{2} \mid X=\mu\right]=\mu^{2} \mathrm{E}\left[4(1+\exp (2 Z))^{-2}\right]
$$

where $Z \sim \mathcal{N}(t, t)$ with $t=\mu^{2} / \sigma^{2}$. It remains to show that

$$
\begin{equation*}
\mathrm{E}\left[4(1+\exp (2 Z))^{-2}\right] \geq 1-2 t \tag{1}
\end{equation*}
$$

For any $x \in \mathbb{R}, 4\left(1+e^{x}\right)^{-2} \geq 3 \cdot \mathbf{1}_{(-\infty,-2]}(x)+(1-x) \cdot \mathbf{1}_{(-2, \infty)}(x)$. Integrating this w.r.t. the distribution of $2 Z$ thus gives the lower bound

$$
1+2 \Phi\left(-\frac{1+t}{\sqrt{t}}\right)-\int_{-2}^{\infty} \frac{x}{2 \sqrt{2 \pi t}} e^{-\frac{1}{2} \frac{(x-2 t)^{2}}{4 t}}=1-2 t-R(t)
$$

with remainder

$$
R(t)=\int_{-\infty}^{-2} \frac{-x}{2 \sqrt{2 \pi t}} e^{-\frac{1}{2} \frac{(x-2 t)^{2}}{4 t}}-2 \Phi\left(-\frac{1+t}{\sqrt{t}}\right)=\int_{-\infty}^{-2} \frac{-x-2}{2 \sqrt{2 \pi t}} e^{-\frac{1}{2} \frac{(x-2 t)^{2}}{4 t}}
$$

where $\Phi$ is the distribution function of $\mathcal{N}(0,1)$. Evidently, from the last expression it follows that $R(t)$ is non-negative for all $t>0$, which proves the lower bound (1) and thus concludes the proof.

Lemma A.2. For any ellipsoid $\Theta$, the minimax risk in sequence model (5) satisfies

$$
r_{\varepsilon}(\Theta) \geq \sum_{k} \theta_{k}^{2}-\frac{2}{\varepsilon^{2}} \sum_{k} \theta_{k}^{4} \sigma_{k}^{2}
$$

uniformly in $\theta=\left(\theta_{k}\right)_{k \geq 0} \in \Theta$ and $\varepsilon>0$.

Proof. Fix $\theta_{0}=\left(\theta_{0, k}\right)_{k \geq 0} \in \Theta$. Let $\pi_{k}\left(\theta_{0, k}\right)=\pi_{k}\left(-\theta_{0, k}\right)=1 / 2$, and let $\pi=\prod_{k} \pi_{k}$ be the product distribution on $\Theta$. Then, for all estimators $\hat{\theta}$,

$$
\sup _{\theta \in \Theta} \sum_{k=0}^{\infty} \mathrm{E}_{\theta}\left[\left(\hat{\theta}_{k}-\theta_{k}\right)^{2}\right] \geq \int_{\Theta} \sum_{k=0}^{\infty} \mathrm{E}_{\theta}\left[\left(\hat{\theta}_{k}-\theta_{k}\right)^{2}\right] \pi(d \theta)=\sum_{k=0}^{\infty} \int_{\Theta} \mathrm{E}_{\theta}\left[\left(\hat{\theta}_{k}-\theta_{k}\right)^{2}\right] \pi(d \theta)
$$

and thus

$$
\begin{equation*}
r_{\varepsilon}(\Theta) \geq \sum_{k=0}^{\infty} \inf _{\hat{\theta}_{k}} \int_{\Theta} \mathrm{E}_{\theta}\left[\left(\hat{\theta}_{k}-\theta_{k}\right)^{2}\right] \pi(d \theta) \tag{2}
\end{equation*}
$$

Now for any $X=\left(X_{k}\right)_{k \geq 0} \sim \pi$ such that $\left(Y_{k}, X_{k}\right)_{k \geq 0}$ are independent and such that $Y_{k} \mid X_{k} \sim$ $\mathcal{N}\left(X_{k}, \varepsilon^{2} \sigma_{k}^{-2}\right)$, by sufficiency, the Bayes risks in (2) are minimized by $\hat{\theta}_{k}=\mathrm{E}\left[X_{k} \mid Y_{k}\right]$, so that the conclusion follows from Lemma A.1.

Lemma A.3. Consider the sequence model (5) and the ellipsoid $\Theta(a, L)$ according to (6) with $a_{k}=(k+1)^{\kappa}$. If there exist $\gamma_{1}, \gamma_{2}>1$ such that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \sigma_{k} / \sigma_{k+1} \geq \gamma_{1}, \quad \limsup _{k \rightarrow \infty} \sigma_{k} / \sigma_{k+1} \leq \gamma_{2}, \tag{3}
\end{equation*}
$$

then

$$
\varepsilon^{-2} \sum_{k=0}^{\infty}\left(\theta_{k}^{*}\right)^{4} \sigma_{k}^{2}=r_{\varepsilon}^{L}(\Theta(a, L)) O\left(N_{\varepsilon}^{-1}\right) \quad \text { as } \varepsilon \rightarrow 0
$$

where $\theta^{*}$ is the Pinsker solution according to (11).

Proof. First, we may rewrite

$$
\varepsilon^{-2} \sum_{k=0}^{\infty}\left(\theta_{k}^{*}\right)^{4} \sigma_{k}^{2}=\varepsilon^{2} \sum_{k=0}^{N_{\varepsilon}} \sigma_{k}^{-2}\left(\frac{1-c_{\varepsilon} a_{k}}{c_{\varepsilon} a_{k}}\right)^{2}
$$

where $c_{\varepsilon} \sim N_{\varepsilon}^{-\kappa}$. Set $n_{\varepsilon}=\left\lfloor N_{\varepsilon} / 2\right\rfloor$, and define the partial sums

$$
S_{1, \varepsilon}=\sum_{k=0}^{n_{\varepsilon}} \sigma_{k}^{-2}\left(1-c_{\varepsilon} a_{k}\right)^{2} /\left(c_{\varepsilon} a_{k}\right)^{2}, \quad S_{2, \varepsilon}=\sum_{k=n_{\varepsilon}+1}^{N_{\varepsilon}} \sigma_{k}^{-2}\left(1-c_{\varepsilon} a_{k}\right)^{2} /\left(c_{\varepsilon} a_{k}\right)^{2}
$$

The first sum $S_{1, \varepsilon}$ is comparatively small since it comprises the larger $\sigma_{k}$ only. In fact, with (3) it follows that

$$
S_{1, \varepsilon} \leq c_{\varepsilon}^{-2} \sum_{k=0}^{n_{\varepsilon}} \sigma_{k}^{-2} \lesssim \sigma_{N_{\varepsilon}}^{-2} c_{\varepsilon}^{-2} \sum_{k=0}^{n_{\varepsilon}} \gamma_{1}^{-2\left(N_{\varepsilon}-k\right)} \lesssim \sigma_{N_{\varepsilon}}^{-2} N_{\varepsilon}^{2 \kappa} \gamma_{1}^{-N_{\varepsilon}}
$$

which is $O\left(\sigma_{N_{\varepsilon}}^{-2} N_{\varepsilon}^{-\delta}\right)$ for any $\delta>0$. Using $1-(1-x)^{\kappa} \leq \max (1, \kappa) x, 0 \leq x \leq 1$, as well as $c_{\varepsilon}>a_{N_{\varepsilon}+1}^{-1}$ and (3) again, the second sum satisfies

$$
\begin{align*}
S_{2, \varepsilon} & \lesssim \sum_{k=n_{\varepsilon}+1}^{N_{\varepsilon}} \sigma_{k}^{-2}\left(1-c_{\varepsilon} a_{k}\right)^{2}=\sum_{j=0}^{N_{\varepsilon}-n_{\varepsilon}-1} \sigma_{N_{\varepsilon}-j}^{-2}\left(1-c_{\varepsilon} a_{N_{\varepsilon}-j}\right)^{2} \\
& \lesssim \sigma_{N_{\varepsilon}}^{-2} \sum_{j=0}^{N_{\varepsilon}-n_{\varepsilon}-1} \gamma_{1}^{-2 j}\left(1-\left(\frac{N_{\varepsilon}-j+1}{N_{\varepsilon}+2}\right)^{\kappa}\right)^{2} \lesssim \sigma_{N_{\varepsilon}}^{-2} \sum_{j=0}^{N_{\varepsilon}-n_{\varepsilon}-1} \gamma_{1}^{-2 j}\left(\frac{j+1}{N_{\varepsilon}+2}\right)^{2} \\
& \lesssim \sigma_{N_{\varepsilon}}^{-2} N_{\varepsilon}^{-2} \tag{4}
\end{align*}
$$

With this, both sums $S_{1, \varepsilon}$ and $S_{2, \varepsilon}$ can now be bounded above in terms of the linear minimax risk $r_{\varepsilon}^{L}(\Theta)$ as follows. Using $c_{\varepsilon} \leq a_{N_{\varepsilon}}^{-1}, 1-(1-x)^{\kappa} \geq \min (1, \kappa) x, 0 \leq x \leq 1$, and the second
inequality in (3),

$$
\begin{align*}
r_{\varepsilon}^{L}(\Theta) & =\varepsilon^{2} \sum_{j=0}^{N_{\varepsilon}} \sigma_{N_{\varepsilon}-j}^{-2}\left(1-c_{\varepsilon} a_{N_{\varepsilon}-j}\right) \gtrsim \varepsilon^{2} \sigma_{N_{\varepsilon}}^{-2} \sum_{j=0}^{N_{\varepsilon}} \gamma_{2}^{-2 j}\left(1-\left(\frac{N_{\varepsilon}+1-j}{N_{\varepsilon}+1}\right)^{\kappa}\right) \\
& \gtrsim \varepsilon^{2} \sigma_{N_{\varepsilon}}^{-2}\left(N_{\varepsilon}+1\right)^{-1} \sum_{j=0}^{N_{\varepsilon}} \gamma_{2}^{-2 j} j \\
& \gtrsim \varepsilon^{2} \sigma_{N_{\varepsilon}}^{-2} N_{\varepsilon}^{-1} \tag{5}
\end{align*}
$$

This provides

$$
\varepsilon^{2}\left(S_{1, \varepsilon}+S_{2, \varepsilon}\right) \lesssim \varepsilon^{2} \sigma_{N_{\varepsilon}}^{-2} N_{\varepsilon}^{-2} \lesssim r_{\varepsilon}^{L}(\Theta) N_{\varepsilon}^{-1}
$$

and thus concludes the proof.

Proof of Theorem 3.1. First we prove that $\tau_{2}^{2 \kappa} L \log (1 / \varepsilon)^{-2 \kappa}$ is an asymptotic lower bound on the minimax risk on $\Theta_{i}$. In a second step we calculate the risk of the specific projection estimator as introduced in the theorem and show that it attains the upper bound.

Consider the subellipsoid

$$
\begin{equation*}
\tilde{\Theta}=\tilde{\Theta}(\kappa, L)=\left\{\theta: \sum_{m=0}^{\infty}(m+1)^{2 \kappa} \theta_{m, m}^{2} \leq L, \theta_{m, l}=0, m \neq l\right\}, \tag{6}
\end{equation*}
$$

and given an estimator $\hat{\theta}$ define the estimator $\tilde{\theta}$ by

$$
\tilde{\theta}_{m, l}=\left\{\begin{array}{cc}
\hat{\theta}_{m, l}, & m=l, \\
0, & m \neq l .
\end{array}\right.
$$

Then, $R_{\mathcal{\varepsilon}}(\hat{\theta}, \theta) \geq R_{\mathcal{\varepsilon}}(\tilde{\theta}, \theta)$ for all $\theta \in \tilde{\Theta}$, and since $\tilde{\Theta}(\kappa, L) \subset \Theta_{i}(\kappa, L)$,

$$
\sup _{\theta \in \Theta_{i}} R_{\mathcal{\varepsilon}}(\hat{\theta}, \theta) \geq \sup _{\theta \in \widetilde{\Theta}} R_{\varepsilon}(\hat{\theta}, \theta) \geq \sup _{\theta \in \tilde{\Theta}} R_{\varepsilon}(\tilde{\theta}, \theta) .
$$

As $\hat{\theta}$ was arbitrary, this shows that

$$
r_{\varepsilon}\left(\Theta_{i}(\kappa, L)\right) \geq \inf _{\hat{\theta}: \theta_{m, l}=0, m \neq l} \sup _{\theta \in \widetilde{\Theta}} R_{\varepsilon}(\hat{\theta}, \theta)
$$

where the right-hand side, by Lemma A. 2 and

$$
m^{\rho_{1}} e^{-\tau_{1} m} \lesssim \sigma_{m, m} \lesssim m^{\rho_{2}} e^{-\tau_{2} m} \quad \text { as } m \rightarrow \infty
$$

is in turn bounded below by

$$
\sum_{m=0}^{\infty} \theta_{m, m}^{2}-\frac{2}{\varepsilon^{2}} \sum_{m=0}^{\infty} \theta_{m, m}^{4} \sigma_{m, m}^{2} \geq \sum_{m=0}^{\infty} \theta_{m, m}^{2}-\frac{C}{\varepsilon^{2}} \sum_{m=0}^{\infty} \theta_{m, m}^{4} m^{2 \rho_{2}} e^{-2 \tau_{2} m}
$$

for some $C>0$, uniformly in $\theta \in \tilde{\Theta}$.

Now, the term on the right can be bounded by the linear minimax risk $\tilde{r}_{\varepsilon}^{L}$ corresponding to a sequence model with $\sigma_{m, m}$ replaced by $\tilde{\sigma}_{m, m}=m^{\rho_{2}} e^{-\tau_{2} m}$, for which condition (3) is satisfied. In fact, letting $\tilde{\theta}^{*}$ be the Pinsker solution according to (11) corresponding to this surrogate sequence model, we have

$$
\sum_{m=0}^{\infty}\left(\tilde{\theta}_{m, m}^{*}\right)^{2} \geq \sum_{m=0}^{\infty} \frac{\varepsilon^{2} \tilde{\sigma}_{m, m}^{2}}{\tilde{\sigma}_{m, m}^{2} \varepsilon^{2}+\left(\tilde{\theta}_{m, m}^{*}\right)^{2}}\left(\tilde{\theta}_{m, m}^{*}\right)^{2}=\tilde{r}_{\varepsilon}^{L}(\tilde{\Theta})
$$

and from Lemma A. 3 it follows that

$$
\begin{equation*}
\varepsilon^{-2} \sum_{m=0}^{\infty}\left(\tilde{\theta}_{m, m}^{*}\right)^{4} \tilde{\sigma}_{m, m}^{2}=o\left(\tilde{r}_{\varepsilon}^{L}(\tilde{\Theta})\right) \tag{7}
\end{equation*}
$$

which together provide

$$
\inf _{\hat{\theta}: \theta_{m, l}=0, m \neq l} \sup _{\theta \in \tilde{\Theta}} R_{\mathcal{E}}(\hat{\theta}, \theta) \geq \tilde{r}_{\varepsilon}^{L}(\tilde{\Theta})(1+o(1))
$$

Hence, for the lower bound it remains to evaluate the surrogate linear minimax risk $\tilde{r}_{\varepsilon}^{L}(\tilde{\Theta})$.

Denoting by $\tilde{c}_{\varepsilon}$ and $\tilde{N}_{\varepsilon}$ the solutions to (7) and (10) in the surrogate model with $\tilde{\sigma}_{m, m}$, since $\tilde{c}_{\varepsilon}(m+1)^{\kappa} \leq 1$ for $m \leq N_{\varepsilon}$ we estimate

$$
\begin{aligned}
\tilde{r}_{\varepsilon}^{L}(\tilde{\Theta}) & =\varepsilon^{2} \sum_{m=0}^{\infty} \tilde{\sigma}_{m, m}^{-2}\left(1-\tilde{c}_{\varepsilon}(m+1)^{\kappa}\right)_{+} \\
& =\tilde{c}_{\varepsilon}^{2} L+\varepsilon^{2} \sum_{m=0}^{\tilde{N}_{\varepsilon}} \tilde{\sigma}_{m, m}^{-2}\left(1-\tilde{c}_{\varepsilon}(m+1)^{\kappa}\right)_{+}^{2} \\
& \leq \tilde{c}_{\varepsilon}^{2} L+\varepsilon^{-2} \sum_{m=0}^{\infty}\left(\tilde{\theta}_{m, m}^{*}\right)^{4} \tilde{\sigma}_{m, m}^{2}=\tilde{c}_{\varepsilon}^{2} L+o\left(\tilde{r}_{\varepsilon}^{L}(\tilde{\Theta})\right),
\end{aligned}
$$

by (7), so that

$$
\tilde{r}_{\varepsilon}^{L}(\tilde{\Theta}) \sim \tilde{c}_{\varepsilon}^{2} L \quad \text { as } \varepsilon \rightarrow 0
$$

Using $\tilde{c}_{\varepsilon} \sim N_{\varepsilon}^{-\kappa}$ and $\min (1, \kappa) x \leq 1-(1-x)^{\kappa} \leq \max (1, \kappa) x, 0 \leq x \leq 1$, we get

$$
\begin{aligned}
\tilde{c}_{\varepsilon} L & =\varepsilon^{2} \sum_{m=0}^{\tilde{N}_{\varepsilon}} \tilde{\sigma}_{m, m}^{-2}(m+1)^{\kappa}\left(1-\tilde{c}_{\varepsilon}(m+1)^{\kappa}\right) \\
& \sim \varepsilon^{2} \sum_{j=0}^{\tilde{N}_{\varepsilon}} \tilde{\sigma}_{\tilde{N}_{\varepsilon}-j, \tilde{N}_{\varepsilon}-j}^{-2}\left(\tilde{N}_{\varepsilon}-j\right)^{\kappa}\left(1-\left(1-\frac{j-1}{\tilde{N}_{\varepsilon}}\right)^{\kappa}\right) \\
& \asymp \varepsilon^{2} e^{2 \tau_{2} \tilde{N}_{\varepsilon}} \tilde{N}_{\varepsilon}^{-1} \sum_{j=0}^{\tilde{N}_{\varepsilon}} e^{-2 \tau_{2} j}\left(\tilde{N}_{\varepsilon}-j\right)^{\kappa-2 \rho_{2}}(j-1) \\
& \asymp \varepsilon^{2} e^{2 \tau_{2} \tilde{N}_{\varepsilon}} \tilde{N}_{\varepsilon}^{\kappa-2 \rho_{2}-1}
\end{aligned}
$$

where the last sum was approximated using Lemma A. 4 below. Therefore, $\tilde{N}_{\varepsilon}^{2 \kappa-2 \rho_{2}-1} e^{2 \tau_{2} \tilde{N}_{\varepsilon}} \asymp$ $\varepsilon^{-2}$, which in turn holds true if and only if

$$
\tilde{N}_{\varepsilon}=\tau_{2}^{-1}\left(\log (1 / \varepsilon)+\frac{2 \kappa-2 \rho_{2}-1}{2} \log \log (1 / \varepsilon)+O(1)\right),
$$

and thus $\tilde{N}_{\mathcal{E}} \sim \tau_{2}^{-1} \log (1 / \varepsilon)$. This gives

$$
\tilde{c}_{\varepsilon} \sim \tau_{2}^{\kappa} \log (1 / \varepsilon)^{-\kappa} \quad \text { as } \varepsilon \rightarrow 0
$$

and hence provides the lower bound.

For the upper bound, consider a projection estimator $\hat{\theta}\left(h^{P r}\right)$ with trunctation level $M_{\mathcal{\varepsilon}}$. Its risk is given by

$$
R_{\varepsilon}\left(\hat{\theta}\left(h^{P r}\right), \theta\right)=\varepsilon^{2} \sum_{m=0}^{M_{\varepsilon}} \sum_{l=0}^{m} \sigma_{m, l}^{-2}+\sum_{m=M_{\varepsilon}+1}^{\infty} \sum_{l=0}^{m} \theta_{m, l}^{2} .
$$

Now

$$
\begin{align*}
\sup _{\theta \in \Theta_{i}} & \sum_{m=M_{\varepsilon}+1}^{\infty} \sum_{l=0}^{m} \theta_{m, l}^{2} \leq \sup _{\theta \in \Theta_{i}} M_{\varepsilon}^{-2 \kappa} \sum_{m=M_{\varepsilon}+1}^{\infty} \sum_{l=0}^{m}(m+1)^{2 \kappa} \theta_{m, l}^{2} \leq L M_{\varepsilon}^{-2 \kappa} \\
& \sum_{m=0}^{n} \sum_{l=0}^{m} \sigma_{m, l}^{-2} \leq \sum_{m=0}^{n}(m+1) \sigma_{m, m}^{-2} \lesssim \sum_{m=0}^{n} m^{1-2 \rho_{1}} e^{2 \tau_{1} m} \lesssim n^{1-2 \rho_{1}} e^{2 \tau_{1} n} \tag{8}
\end{align*}
$$

where we used Lemma A. 4 below for the last estimate. Therefore, there exists a constant $C>0$ such that

$$
\sup _{\theta \in \Theta_{i}} R_{\mathcal{E}}\left(\hat{\theta}\left(h^{P r}\right), \theta\right) \leq C \varepsilon^{2} M_{\varepsilon}^{1-2 \rho_{1}} e^{2 \tau_{1} M_{\varepsilon}}+M_{\varepsilon}^{-2 \kappa} L
$$

In order to minimize the bound on the right-hand side, $M_{\varepsilon}$ has to be chosen of order $\log (1 / \varepsilon)$, and if we specifically take $M_{\varepsilon}=\left\lfloor\tau_{1}^{-1} \log (1 / \varepsilon)\left(1-\log (1 / \varepsilon)^{-\delta}\right)\right\rfloor$ for some $\delta \in(0,1)$, then

$$
\varepsilon^{2} M_{\varepsilon}^{1-2 \rho_{1}+2 \kappa} e^{2 \tau_{1} M_{\varepsilon}} \asymp \frac{\log (1 / \varepsilon)^{1-2 \rho_{1}+2 \kappa}}{e^{2 \log (1 / \varepsilon)^{1-\delta}}} \longrightarrow 0
$$

yielding

$$
\sup _{\theta \in \Theta_{i}} R_{\varepsilon}\left(\hat{\theta}\left(h^{P r}\right), \theta\right) \leq L M_{\varepsilon}^{-2 \kappa}(1+o(1))=\tau_{1}^{2 \kappa} L \log (1 / \varepsilon)^{-2 \kappa}(1+o(1))
$$

This finally provides the upper bound and thus concludes the proof.

Lemma A.4. For all $\gamma>1$ and $\delta, c_{1}, c_{2} \in \mathbb{R}$,

$$
\sum_{j=0}^{n} \gamma^{-j}(n-j)^{c_{1}}(j+\delta)^{c_{2}} \sim n^{c_{1}} \sum_{j=0}^{\infty} \gamma^{-j}(j+\delta)^{c_{2}} \quad \text { as } n \rightarrow \infty
$$

Proof of Lemma A.4. Assume that $c_{1} \geq 0$, the case $c_{1}<0$ is analogous. Then, for all $n$,

$$
\sum_{j=0}^{n} \gamma^{-j}(1-j / n)^{c_{1}}(j+\delta)^{c_{2}} \leq \sum_{j=0}^{\infty} \gamma^{-j}(j+\delta)^{c_{2}}
$$

providing the upper bound. To establish the lower bound, let $0<\varepsilon<1$ and set $n_{\varepsilon}=\lfloor\varepsilon n\rfloor$. Then,

$$
\sum_{j=n_{\varepsilon}+1}^{n} \gamma^{-j}(1-j / n)^{c_{1}}(j+\delta)^{c_{2}} \leq(1-\varepsilon)^{c_{1}} \sum_{j=n_{\varepsilon}+1}^{n} \gamma^{-j}(j+\delta)^{c_{2}} \longrightarrow 0
$$

so that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{j=0}^{n} \gamma^{-j}(1-j / n)^{c_{1}}(j+\delta)^{c_{2}} & \geq(1-\varepsilon)^{c_{1}} \lim _{n \rightarrow \infty} \sum_{j=0}^{n_{\varepsilon}} \gamma^{-j}(j+\delta)^{c_{2}} \\
& =(1-\varepsilon)^{c_{1}} \sum_{j=0}^{\infty} \gamma^{-j}(j+\delta)^{c_{2}} .
\end{aligned}
$$

Now letting $\varepsilon \rightarrow 0$ provides the lower bound and concludes the proof.

Proof of Corollary 3.3. Let $\alpha_{m, l}$ be the eigenvalues of the Toeplitz matrices $\mathrm{A}_{m}$ generated by $\lambda$. By assumption, there exist constants $c, C>0$ such that $\lambda \geq c \mathbf{1}_{\left[-\eta_{1}, \eta_{1}\right]}$ and $\lambda \leq C \mathbf{1}_{\left[-\eta_{2}, \eta_{2}\right]}$. Denoting by $\alpha_{m, l}^{(j)}$ the eigenvalues of the Toeplitz matrices generated by $\mathbf{1}_{\left[-\eta_{j}, \eta_{j}\right]}, j=1,2$, it follows that

$$
c \alpha_{m, l}^{(1)} \leq \alpha_{m, l} \leq C \alpha_{m, l}^{(2)}, \quad m \geq l \geq 0
$$

see Grenander and Szegö (1958). Therefore,

$$
m^{1 / 2} e^{-\xi_{1} m} \lesssim \alpha_{m, m} \lesssim m^{1 / 2} e^{-\xi_{2} m}
$$

with $\xi_{i}$ correspondingly defined as in (22). Using the bound given in (20) as well as the first part of Theorem 3.1 finishes the proof.

## A.2. Proofs for Section 3.2 in main paper

Proof of Proposition 3.4. a. Because of the inclusion relation (14), it suffices to consider $i=1$. As in Theorem 3.1, consider a projection estimator $\hat{\boldsymbol{\theta}}\left(h^{P r}\right)$ with truncation level $M_{\mathcal{\varepsilon}}$. Its bias is estimated in (8), while the variance term may be bounded by

$$
\begin{equation*}
\sum_{m=0}^{M_{\varepsilon}} \sum_{l=0}^{m} \sigma_{m, l}^{-2} \leq \sum_{m=0}^{M_{\varepsilon}}(m+1) \sigma_{m, m}^{-2} \lesssim \sum_{m=0}^{M_{\varepsilon}} m^{\rho+1} \lesssim M_{\varepsilon}^{\rho+2} \tag{9}
\end{equation*}
$$

yielding

$$
\sup _{\theta \in \Theta_{i}} R_{\mathcal{E}}\left(\hat{\theta}\left(h^{P r}\right), \theta\right) \lesssim \varepsilon^{2} M_{\varepsilon}^{\rho+2}+M_{\varepsilon}^{-2 \kappa} .
$$

The bound on the right is minimized choosing $M_{\varepsilon}$ of order $\varepsilon^{-2 /(2 \kappa+\rho+2)}$, which provides the upper bound.
b. Since

$$
\begin{equation*}
\frac{\sigma_{n, n}^{-2}}{\sum_{m=0}^{n} \sum_{l=0}^{m} \sigma_{m, l}^{-2}} \leq \frac{\sigma_{n, n}^{-2}}{\sum_{m=0}^{n} \sigma_{m, m}^{-2}}=O\left(n^{\rho-\rho_{1}-1}\right)=o(1), \quad n \rightarrow \infty \tag{10}
\end{equation*}
$$

condition (9) is satified, and the Pinsker estimator is efficient.

Let $\varepsilon>0, i \in\{1,2\}$, and $\hat{\theta}$ be an arbitrary estimator for $\theta \in \Theta_{i}$. From the reduction scheme introduced at the beginning of the proof of Theorem 3.1, we at once obtain the lower bound

$$
r_{\varepsilon}\left(\Theta_{i}\right) \geq r_{\varepsilon}(\tilde{\Theta})
$$

with reduced ellipsoid $\tilde{\Theta}=\tilde{\Theta}(\kappa, L)$ defined in (6).
We can now use Pinsker's theorem to estimate the minimax risk on $\tilde{\Theta}(\kappa, L)$ which evidently coincides with the minimax risk for estimating the single-indexed sequence $\left(\theta_{0,0}, \theta_{1,1}, \ldots\right)$ within the ellipsoid $\Theta(a, L)$ defined in (6) for $a_{m}=(m+1)^{\kappa}$. The linear minimax risk on $\tilde{\Theta}$ is therefore given by

$$
r_{\varepsilon}^{L}(\tilde{\Theta})=\varepsilon^{2} \sum_{m=0}^{N_{\varepsilon}} \sigma_{m, m}^{-2}\left(1-c_{\varepsilon}(m+1)^{\kappa}\right)
$$

where

$$
N_{\varepsilon}=\max \left\{n: \varepsilon^{2} \sum_{m=0}^{n} \sigma_{m, m}^{-2}(m+1)^{\kappa}\left((n+1)^{\kappa}-(m+1)^{\kappa}\right) \leq L\right\}
$$

and $c_{\varepsilon} \sim N_{\varepsilon}^{-\kappa}$. Using $\sum_{m=0}^{n} m^{z} \sim(z+1)^{-1} n^{z+1}$ as $n \rightarrow \infty$ for all $z \geq 0$,

$$
\sum_{m=0}^{n} m^{\rho}(m+1)^{\kappa}\left((n+1)^{\kappa}-(m+1)^{\kappa}\right) \sim \frac{\kappa(n+1)^{2 \kappa+\rho+1}}{(\kappa+\rho+1)(2 \kappa+\rho+1)} .
$$

As $\varepsilon \rightarrow 0$, under (23) this provides $N_{\varepsilon} \gtrsim \varepsilon^{-\frac{2}{2 \kappa+\rho+1}}$, so that

$$
r_{\varepsilon}^{L}(\tilde{\Theta}) \gtrsim \varepsilon^{2} \sum_{m=0}^{N_{\varepsilon}} m^{\rho_{1}}\left(1-N_{\varepsilon}^{-\kappa}(m+1)^{\kappa}\right) \gtrsim \varepsilon^{2} N_{\varepsilon}^{\rho_{1}+1} \gtrsim \varepsilon^{\frac{4 \kappa+2\left(\rho-\rho_{1}\right)}{2 \kappa+\rho+1}}
$$

Finally, (10) shows that condition (9) is satisfied for the sub-problem with $\tilde{\Theta}(\alpha, L)$ as well, so that

$$
r_{\varepsilon}(\tilde{\Theta}(\alpha, L)) \sim r_{\varepsilon}^{L}(\tilde{\Theta}(\alpha, L)) .
$$

c. Under (24) we find the exact rates

$$
N_{\varepsilon} \sim\left(\frac{\pi L(\kappa+\rho+1)(2 \kappa+\rho+1)}{C \kappa \varepsilon^{2}}\right)^{\frac{1}{2 \kappa+\rho+1}},
$$

and

$$
\begin{aligned}
r_{\varepsilon}^{L}(\tilde{\Theta}) & \sim \frac{C \varepsilon^{2}}{\pi} \sum_{m=0}^{N_{\varepsilon}} m^{\rho}\left(1-N_{\varepsilon}^{-\kappa}(m+1)^{\kappa}\right) \sim \frac{C \kappa \varepsilon^{2} N_{\varepsilon}^{\rho+1}}{\pi(\rho+1)(\kappa+\rho+1)} \\
& \sim \tilde{C}(\kappa, \rho, L, C) \varepsilon^{\frac{4 \kappa}{2 \kappa+\rho+1}} .
\end{aligned}
$$

## A.3. Proofs for Section 3.3 in main paper

Under the assumptions of Proposition 3.5, it follows from theorem 1.4 of Böttcher et al. (2010) that the inner and large eigenvalues of $\mathrm{A}_{m}$ are bounded away from zero, uniformly in $m$, i. e., given a small $\varepsilon>0$ there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
\alpha_{m, l} \geq C_{\varepsilon} \tag{11}
\end{equation*}
$$

whenever $(m-l+1) /(m+2) \geq \varepsilon$. Further, their theorem 1.5 states that for the small eigenvalues it holds that

$$
\begin{equation*}
\alpha_{m, l}=\frac{\lambda^{\prime \prime}(\pi / 2) \pi^{2}}{8}\left(\frac{m-l+1}{m+2}\right)^{2}+O\left(\left(\frac{m-l+1}{m+2}\right)^{3}\right) \tag{12}
\end{equation*}
$$

as $m \rightarrow \infty$ and $(m-l) / m \rightarrow 0$.

Lemma A.5. If $\lambda$ is banded and satisfies the assumptions of Proposition 3.5 holds, then there exists a constant $C>0$ such that the eigenvalues $\alpha_{m, l}$ of the Toeplitz matrices $\mathrm{A}_{m}$ generated by g satisfy

$$
\left|\alpha_{m, l}^{-1}-\frac{8}{\lambda^{\prime \prime}(\pi / 2) \pi^{2}}\left(\frac{m+2}{m-l+1}\right)^{2}\right| \leq C \frac{m+2}{m-l+1}, \quad m \geq l \geq 0
$$

Proof. Set $c=8 /\left(\lambda^{\prime \prime}(\pi / 2) \pi^{2}\right)$ and $\Delta_{m, l}=\left|\alpha_{m, l}^{-1}-c\left(\frac{m+2}{m-l+1}\right)^{2}\right|$. For the small eigenvalues $\alpha_{m, l}$, (12) provides

$$
\begin{aligned}
\Delta_{m, l} & =\frac{(m-l+1)^{2}-c \alpha_{m, l}(m+2)^{2}}{\alpha_{m, l}(m-l+1)^{2}} \\
& =\frac{(m-l+1)^{2} O((m-l+1) /(m+2))}{(m-l+1)^{4} /(m+2)^{2}(1+O((m-l+1) /(m+2)))} \\
& =\frac{m+2}{m-l+1} \frac{O(1)}{1+O((m-l+1) /(m+2)))}
\end{aligned}
$$

Choosing $\varepsilon>0$ small enough, $1+O((m-l+1) /(m+2)))$ is bounded away from 0 , uni-
formly in $m$ and $l$, whenever $(m-l+1) /(m+2) \leq \varepsilon$, which shows that there is $C_{1}>0$ such that

$$
\Delta_{m, l} \leq C_{1}(m+2) /(m-l+1), \quad(m-l+1) /(m+2) \leq \varepsilon
$$

Choosing $C_{\varepsilon}$ according to (11), for the inner and large eigenvalues we even obtain the uniform bound

$$
\Delta_{m, l} \leq C_{\varepsilon}^{-1}+c \varepsilon^{-2}=: C_{2}, \quad(m-l+1) /(m+2) \geq \varepsilon .
$$

Setting $C=\max \left\{C_{1}, C_{2}\right\}$ concludes the proof.

Remark. In order to obtain (11) and (12) we actually apply theorems 1.4 and 1.5 of Böttcher et al. (2010) to the generating function $g(\varphi)=\lambda(\varphi / 2-\pi / 2)$. Due to the additional shift of $\pi / 2$, the resulting Toeplitz matrix does not coincide with $\mathrm{A}_{m}$, it does have the same eigenvalues, though.

Proof of Proposition 3.5. In order to show the statement concerning (25), in view of Lemma A.5,

$$
\sum_{l=0}^{m} \alpha_{m, l}^{-1}=\frac{8(m+2)^{2}}{\lambda^{\prime \prime}(\pi / 2) \pi^{2}} \sum_{l=0}^{m}(m-l+1)^{-2}+\sum_{l=0}^{m} O\left(\frac{m+2}{m-l+1}\right)
$$

The error is $O(m \log m)=o\left(m^{2}\right)$. Using that $\sum_{j=1}^{\infty} j^{-2}=\pi^{2} / 6$, the driving part is asymptotically equivalent to $\frac{4}{3} m^{2} / \lambda^{\prime \prime}(\pi / 2)$, concluding the proof.

Concerning (26), from Lemma A. 5 there exists $C>0$ such that, for all $m \geq l \geq 0$,

$$
\left|\alpha_{m, l}^{-1}-c_{m-l} l^{2}\right| \leq C(m+2)+\frac{8}{\lambda^{\prime \prime}(\pi / 2) \pi^{2}} \frac{\left|(m+2)^{2}-l^{2}\right|}{(m-l+1)^{2}} .
$$

Now, $(m+2)^{2}=(m-l+1)^{2}+2(m-l+1)(l+1)+l^{2}+2 l+2$, which shows that the right summand is bounded by $C_{1}(l+1)$ for an adequate constant $C_{1}>0$. Therefore we obtain

$$
\left|\alpha_{m, l}^{-1}-c_{m-l} l^{2}\right| \leq C(m+2)+C_{1}(l+1) \leq\left(C+C_{1}\right)(m-l+1)(l+1),
$$

whence 26 holds true for any $\delta \leq 1$.
Lemma A.6. If there exist $\beta \geq 1, \delta>0$, and a positive, bounded sequence $c=\left(c_{0}, c_{1}, \ldots\right)$ such that

$$
\alpha_{j+k, k}^{-1}=c_{j} k^{\beta}+O\left(((j+1)(k+1))^{\beta-\delta}\right), \quad j, k \geq 0
$$

then, for all $\alpha \geq 0$,

$$
\sum_{(j, k) \in(n)}(j+k+1)(j+1)^{\alpha}(k+1)^{\alpha} \alpha_{j+k, k}^{-1} \sim \frac{K(\beta+1, c)}{\alpha+\beta+2} n^{\alpha+\beta+2}
$$

as $n \rightarrow \infty$, where $K(\beta, c)=\sum_{j=0}^{\infty} c_{j}(j+1)^{-(\beta+1)}$.

Proof of Lemma A.6. Conveniently, assume that $\delta \leq 1$, and set $[n]=\{(j, k): j, k \geq 1, j k \leq$ $n\}, \bar{\alpha}_{j+k, k}=\alpha_{j+k-2, k-1}$, and $\bar{c}_{j}=c_{j-1}$, so that the sum above reads

$$
\begin{aligned}
& \sum_{(j, k) \in[n]}(j+k-1) j^{\alpha} k^{\alpha} \bar{\alpha}_{j+k, k}^{-1} \\
= & \sum_{(j, k) \in[n]} j^{\alpha} k^{\alpha+1} \bar{\alpha}_{j+k, k}^{-1}+\sum_{(j, k) \in[n]} j^{\alpha+1} k^{\alpha} \bar{\alpha}_{j+k, k}^{-1}-\sum_{(j, k) \in[n]} j^{\alpha} k^{\alpha} \bar{\alpha}_{j+k, k}^{-1} .
\end{aligned}
$$

Denote these latter three sums by $S_{1, n}, S_{2, n}$, and $S_{3, n}$, respectively. We will see that the first sum $S_{1, n}$ is the driving part. In fact, $S_{3, n}$ is bounded by $S_{2, n}$ which itself will be shown to be negligible at rate $n^{\alpha+\beta+2}$.

Remember the approximation

$$
\sum_{j=1}^{\lfloor x\rfloor} j^{\gamma}=(\gamma+1)^{-1} x^{\gamma+1}+O\left(x^{\gamma}\right)=O\left(x^{\gamma+1}\right), \quad x \geq 1, \gamma \geq 0
$$

where the constants hidden in the $O$-terms only depend on $\gamma$, no longer on $x$. Further, using $\left|k^{\beta}-(k-1)^{\beta}\right|=O\left(k^{\beta-1}\right)$ and the boundedness of the $c_{j}$ gives $\bar{\alpha}_{j+k, k}=\bar{c}_{j} k^{\beta}+O(((j+$
$\left.1)(k+1))^{\beta-\delta}\right)$, so for any $x \geq 1, \gamma \geq 0$, and $j \in \mathbb{N}$,

$$
\begin{aligned}
\sum_{k=1}^{\lfloor x\rfloor} k^{\gamma} \bar{\alpha}_{j+k, k}^{-1} & =\bar{c}_{j} \sum_{k=1}^{\lfloor x\rfloor} k^{\gamma+\beta}+\sum_{k=1}^{\lfloor x\rfloor} O\left(j^{\beta-\delta} k^{\gamma+\beta-\delta}\right) \\
& =\frac{\bar{c}_{j}}{\gamma+\beta+1} x^{\gamma+\beta+1}+O\left(j^{\beta-\delta} x^{\gamma+\beta+1-\delta}\right)
\end{aligned}
$$

The sum $S_{2, n}$ therefore satisfies

$$
\begin{aligned}
S_{2, n} & =\sum_{j=1}^{n} j^{\alpha+1} \sum_{k=1}^{\lfloor n / j\rfloor} k^{\alpha} \bar{\alpha}_{j+k, k}^{-1} \\
& =\sum_{j=1}^{n} j^{\alpha+1}\left(O\left((n / j)^{\alpha+\beta+1}\right)+O\left(j^{\beta-\delta}(n / j)^{\alpha+\beta+1-\delta}\right)\right) \\
& =n^{\alpha+\beta+1} \sum_{j=1}^{n} O\left(j^{-\beta}\right)+n^{\alpha+\beta+1-\delta} \sum_{j=1}^{n} O(1) \\
& =O\left(n^{\alpha+\beta+1} \log n\right)+O\left(n^{\alpha+\beta+2-\delta}\right)
\end{aligned}
$$

providing the negligibility of $S_{2, n}$ and $S_{3, n}$. Finally, the first sum $S_{1, n}$ gives

$$
\begin{aligned}
S_{1, n} & =\sum_{j=1}^{n} j^{\alpha} \sum_{k=1}^{\lfloor n / j\rfloor} k^{\alpha+1} \bar{\alpha}_{j+k, k}^{-1} \\
& =\sum_{j=1}^{n} \frac{\bar{c}_{j} j^{\alpha}}{\alpha+\beta+2}(n / j)^{\alpha+\beta+2}+\sum_{j=1}^{n} j^{\alpha} O\left(j^{\beta-\delta}(n / j)^{\alpha+\beta+2-\delta}\right) \\
& =\frac{n^{\alpha+\beta+2}}{\alpha+\beta+2} \sum_{j=1}^{n} \bar{c}_{j} j^{-(\beta+2)}+n^{\alpha+\beta+2-\delta} \sum_{j=1}^{n} O\left(j^{-2}\right) \\
& =\frac{K(\beta+1, c) n^{\alpha+\beta+2}}{\alpha+\beta+2}(1+o(1))+O\left(n^{\alpha+\beta+2-\delta}\right)
\end{aligned}
$$

which concludes the proof.

Proof of Theorem 3.6. In view of (27) and (30), it remains to show that condition (9) holds.

Under 25,

$$
\sum_{m=0}^{n} \sum_{l=0}^{m} \sigma_{m, l}^{-2}=\frac{1}{\pi} \sum_{m=0}^{n}(m+1) \sum_{l=0}^{m} \alpha_{m, l}^{-1} \asymp n^{\rho+1}
$$

and

$$
\max _{m=0, \ldots, n l=0, \ldots, m} \max _{m, l} \sigma_{m=0, \ldots, n}^{-2} \leq \max _{l=0} \sum_{m, l}^{m} \sigma^{-2} \asymp n^{\rho}
$$

And under (26),

$$
\max _{(j, k) \in(n)} \sigma_{j+k, k}^{-2}=\max _{(j, k) \in(n)}\left(\frac{j+k+1}{\pi} c_{j} k^{\rho-1}\right)+O\left(n^{\rho-\delta}\right)=O\left(n^{\rho}\right),
$$

while Lemma A. 6 shows that

$$
\sum_{(j, k) \in(n)} \sigma_{j+k, k}^{-2} \asymp n^{\rho+1}
$$

So, evidently, in both cases (9) holds.

## B. Appendix

## B.1. The singular value decomposition

Davison (1983) presents the SVD of the Radon transform with weight functions $w_{1}$ and $w_{2}$, without weight on the angle. Further, in case of limited angle and $\gamma=1$, he relates the singular values to the eigenvalues of certain hermitian Toeplitz matrices. We extend his analysis by allowing a general weight function $\lambda$ on the angle as well as general parameter $\gamma>-1 / 2$ for the weighted Radon transform R in (1).

We start with the following two results.

Proposition B.1. If $\lambda$ is integrable, the Radon transform R as a map between the weighted $L_{2}$-spaces in (1) is continuous with operator norm

$$
\|\mathrm{R}\|^{2}=\sup _{\|f\|_{\mu_{2}}=1}\|\mathrm{R} f\|_{\mu_{1}}^{2}=\int_{-\pi / 2}^{\pi / 2} \lambda(\varphi) d \varphi
$$

Proof. For $\varphi \in[-\pi / 2, \pi / 2]$ fixed, define

$$
\begin{equation*}
\mathrm{R}_{\varphi}: L_{2}\left(B_{1}(0) ; \mu_{2}\right) \longrightarrow L_{2}\left([-1,1] ; w_{1}(s) d s\right) \tag{1}
\end{equation*}
$$

by $\mathrm{R}_{\varphi} f(s)=\mathrm{R} f(\varphi, s)$. This operator has norm $\left\|\mathrm{R}_{\varphi}\right\|=1$, see Davison (1981, Theorem 1), providing

$$
\|\mathrm{R} f\|_{\mu_{1}}^{2}=\int_{-\pi / 2}^{\pi / 2}\left\|\mathrm{R}_{\varphi} f\right\|_{w_{1}}^{2} \lambda(\varphi) d \varphi \leq\|f\|_{\mu_{2}}^{2} \int_{-\pi / 2}^{\pi / 2} \lambda(\varphi) d \varphi .
$$

Further, $w_{1}^{-1}$ and $w_{2}^{-1}$ are normalized to one, and $\mathrm{R}_{\varphi} w_{2}^{-1}=w_{1}^{-1}$ for all $\varphi$, yielding

$$
\|\mathrm{R}\|^{2}=\sup _{\|f\|_{\mu_{2}}=1}\|\mathrm{R} f\|_{\mu_{1}}^{2}=\int_{-\pi / 2}^{\pi / 2} \lambda(\varphi) d \varphi .
$$

Proposition B.2. The adjoint operator of R is given by

$$
\begin{aligned}
& \mathrm{R}^{*}: L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right) \longrightarrow L_{2}\left(B_{1}(0) ; \mu_{2}\right), \\
& \left(\mathrm{R}^{*} g\right)(x, y)=w_{2}(x, y)^{-1} \int_{-\pi / 2}^{\pi / 2} g(\varphi, x \cos \varphi+y \sin \varphi) w_{1}(x \cos \varphi+y \sin \varphi) \lambda(\varphi) d \varphi .
\end{aligned}
$$

Proof. For $\varphi \in[-\pi / 2, \pi / 2]$ fixed, let the operator $\mathrm{R}_{\varphi}$, as in (1), be defined by $\left(\mathrm{R}_{\varphi} f\right)(s)=$ $(\mathrm{R} f)(\varphi, s)$. The adjoint $\mathrm{R}_{\varphi}^{*}$ of $\mathrm{R}_{\varphi}$ is then, for $g \in L_{2}\left([-1,1] ; w_{1}\right)$, given by

$$
\left(\mathrm{R}_{\varphi}^{*} g\right)(x, y)=w_{2}(x, y)^{-1} g(x \cos \varphi+y \sin \varphi) w_{1}(x \cos \varphi+y \sin \varphi),
$$

which, applying the rotation $(x, y)=(s \cos \varphi-t \sin \varphi, s \sin \varphi+t \cos \varphi)$, follows from

$$
\begin{aligned}
\left\langle\mathrm{R}_{\varphi} f, g\right\rangle_{w_{1}} & =\int_{-1}^{1} \int_{-\sqrt{1-s^{2}}}^{\sqrt{1-s^{2}}} f(s \cos \varphi-t \sin \varphi, s \sin \varphi+t \cos \varphi) g(s) w_{1}(s) d t d s \\
& =\int_{B_{1}(0)} f(x, y) g(x \cos \varphi+y \sin \varphi) w_{1}(x \cos \varphi+y \sin \varphi) d x d y \\
& =\int_{B_{1}(0)} f(x, y)\left(\mathrm{R}_{\varphi}^{*} g\right)(x, y) w_{2}(x, y) d x d y \\
& =\left\langle f, \mathrm{R}_{\varphi}^{*} g\right\rangle_{w_{2}}
\end{aligned}
$$

For $g \in L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right)$, defining $g_{\varphi}$ on $[-1,1]$ by $g_{\varphi}(s)=g(\varphi, s)$, this, by definition of $\mathrm{R}^{*}$, particularly gives

$$
\begin{equation*}
\left(\mathrm{R}^{*} g\right)(x, y)=\int_{-\pi / 2}^{\pi / 2}\left(\mathrm{R}_{\varphi}^{*} g_{\varphi}\right)(x, y) \lambda(\varphi) d \varphi \tag{2}
\end{equation*}
$$

providing

$$
\begin{aligned}
\langle\mathrm{R} f, g\rangle_{\mu_{1}} & =\int_{-\pi / 2}^{\pi / 2}\left\langle\mathrm{R}_{\varphi} f, g_{\varphi}\right\rangle_{w_{1}} \lambda(\varphi) d \varphi=\int_{-\pi / 2}^{\pi / 2}\left\langle f, \mathrm{R}_{\varphi}^{*} g_{\varphi}\right\rangle_{w_{2}} \lambda(\varphi) d \varphi \\
& =\int_{B_{1}(0)} f(x, y) \int_{-\pi / 2}^{\pi / 2}\left(\mathrm{R}_{\varphi}^{*} g_{\varphi}\right)(x, y) \lambda(\varphi) d \varphi w_{2}(x, y) d x d y \\
& =\left\langle f, \mathrm{R}^{*} g\right\rangle_{\mu_{2}}
\end{aligned}
$$

which shows that $R$ and $R^{*}$ are adjoint to one another.

Next let us introduce the ingredients of the singular value decomposition. For the Toeplitz matrix $\mathrm{A}_{m}$ in (16), let

$$
\left\{\mathrm{v}_{m, l}=\left(v_{m, l}^{(0)}, \ldots, v_{m, l}^{(m)}\right)^{\prime}\right\}_{l=0}^{m}
$$

denote an orthonormal basis of eigenvectors corresponding to the real eigenvalues $\alpha_{m, 0} \geq$ $\ldots \geq \alpha_{m, m}>0$. Define the matrices

$$
\mathrm{V}_{m}=\left(\mathrm{v}_{m, 0}, \ldots, \mathrm{v}_{m, m}\right), \quad \Lambda_{m}=\operatorname{diag}\left(\alpha_{m, 0}, \ldots, \alpha_{m, m}\right)
$$

Let $\mathrm{C}_{m}$ be defined in (15), and let

$$
\begin{equation*}
\mathrm{B}_{m}=\Lambda_{m}^{1 / 2} \mathrm{~V}_{m}^{*} \mathrm{C}_{m} \mathrm{~V}_{m} \Lambda_{m}^{1 / 2} \tag{3}
\end{equation*}
$$

a Hermitian matrix which is similar to $\mathrm{C}_{m} \mathrm{~A}_{m}$, and hence has the same eigenvalues. Let

$$
\left\{\mathrm{w}_{m, l}=\left(w_{m, l}^{(0)}, \ldots, w_{m, l}^{(m)}\right)^{\prime}\right\}_{l=0}^{m}
$$

denote an orthonormal basis of eigenvectors of $\mathrm{B}_{m}$ corresponding to the eigenvalues

$$
\beta_{m, 0}, \ldots, \beta_{m, m}>0
$$

For $m \geq l \geq 0$, let $h_{m, l}(\varphi)=e^{-i(m-2 l) \varphi}$, and let

$$
\begin{equation*}
\tilde{\tilde{h}}_{m, l}=\mathrm{w}_{m, l}^{\prime} \tilde{h}_{m}=\sum_{k_{1}, k_{2}=0}^{m} \frac{w_{m, l}^{\left(k_{1}\right)} v_{m, k_{1}}^{\left(k_{2}\right)}}{\sqrt{\pi \alpha_{m, k_{1}}}} h_{m, k_{2}} \tag{4}
\end{equation*}
$$

Let $C_{m}^{\gamma}$ denote the Gegenbauer or ultraspherical polynomials on $[-1,1]$, and let

$$
\phi_{m}=w_{1}^{-1} C_{m}^{\gamma}, \quad m=0,1, \ldots
$$

where $w_{1}$ is defined in (2). The $\phi_{m}$ are orthogonal and complete in $L_{2}\left([-1,1] ; w_{1}(s) d s\right)$, with

$$
\left\langle\phi_{m}, \phi_{m}\right\rangle_{w_{1}}=\frac{\sqrt{\pi} \gamma 2^{1-2 \gamma} \Gamma(m+2 \gamma)}{m!(m+\gamma) \Gamma(\gamma) \Gamma(\gamma+1 / 2)},
$$

see Davison (1983). For $m \geq l \geq 0$, let

$$
\begin{equation*}
\Phi_{m, l}(\varphi, s)=\frac{\phi_{m}(s)}{\left\|\phi_{m}\right\|_{w_{1}}} \tilde{\tilde{h}}_{m, l}(\varphi), \quad-\pi / 2 \leq \varphi \leq \pi / 2,-1 \leq s \leq 1 \tag{5}
\end{equation*}
$$

Further, let $P_{n}^{(\alpha, \beta)}$ denote the Jacobi polynomials, and for $(x, y)=r e^{i \theta}$ let

$$
\begin{equation*}
\widetilde{\Psi}_{m, l}(x, y)=\frac{h_{m, l}(\theta) J_{m, l}(r)}{w_{2}(x, y)}, \quad J_{m, l}(r)=\frac{\pi \Gamma(\gamma+m-l)}{(m-l)!\Gamma(\gamma)} r^{m-2 l} P_{l}^{(\gamma-1, m-2 l)}\left(2 r^{2}-1\right), \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{m, l}(x, y)=\frac{\sqrt{\beta_{m, l}}}{\pi \sqrt{d_{m}}} \sum_{k_{1}, k_{2}=0}^{m} \frac{w_{m, l}^{\left(k_{1}\right)} v_{m, k_{1}}^{\left(k_{2}\right)}}{c_{m, k_{2}} \sqrt{\alpha_{m, k_{1}}}} \widetilde{\Psi}_{m, k_{2}}(x, y) \tag{7}
\end{equation*}
$$

Theorem B.3. Set $\sigma_{m, l}=\sqrt{\pi \beta_{m, l}}$ as in (17). The singular value decomposition of R between the weighted $L_{2}$-spaces in (1) is given by

$$
\left\{\Psi_{m, l}, \Phi_{m, l}, \sigma_{m, l}\right\}_{m \geq l \geq 0}
$$

where $\Phi_{m, l}$ is defined in (5), and $\Psi_{m, l}$ is defined in (7). In particular, the functions $\left(\Psi_{m, l}\right)_{m \geq l \geq 0}$ form an orthonormal basis of $L_{2}\left(B_{1}(0) ; \mu_{2}\right)$, so that R is injective, and we have for all $f \in L_{2}\left(B_{1}(0) ; \mu_{2}\right)$ that

$$
f=\sum_{m=0}^{\infty} \sum_{l=0}^{m} \sigma_{m, l}^{-1}\left\langle\mathrm{R} f, \Phi_{m, l}\right\rangle_{\mu_{1}} \Psi_{m, l}
$$

Proof of Theorem B.3. We start with the following lemma.
Lemma B.4. For $\phi_{m}=w_{1}^{-1} C_{m}^{\gamma}$ and $h \in L_{2}([-\pi / 2, \pi / 2] ; \lambda(\varphi) d \varphi)$, the function $g(\varphi, s)=$ $h(\varphi) \phi_{m}(s)$ satisfies

$$
\left(\mathrm{RR}^{*} g\right)(\varphi, s)=\frac{\phi_{m}(s)}{C_{m}^{\gamma}(1)} \int_{-\pi / 2}^{\pi / 2} h\left(\varphi^{\prime}\right) C_{m}^{\gamma}\left(\cos \left(\varphi^{\prime}-\varphi\right)\right) \lambda\left(\varphi^{\prime}\right) d \varphi^{\prime}
$$

Proof. Using (2), for $g \in L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right)$ we may rewrite

$$
\left(\mathrm{RR}^{*} g\right)(\varphi, s)=\int_{-\pi / 2}^{\pi / 2}\left(\mathrm{R}_{\varphi} \mathrm{R}_{\varphi^{\prime}}^{*} g_{\varphi^{\prime}}\right)(s) \lambda\left(\varphi^{\prime}\right) d \varphi^{\prime}
$$

Now, from theorem 3.1 in Davison and Grunbaum (1981) it follows that

$$
\left(\mathrm{R}_{\varphi} \mathrm{R}_{\varphi^{\prime}}^{*} \phi_{m}\right)(s)=\frac{C_{m}^{\gamma}\left(\cos \left(\varphi^{\prime}-\varphi\right)\right)}{C_{m}^{\gamma}(1)} \phi_{m}(s), \quad \varphi, \varphi^{\prime} \in[-\pi / 2, \pi / 2]
$$

and, by linearity of $\mathrm{R}_{\varphi}$ and $\mathrm{R}_{\varphi^{\prime}}^{*}$, for $g=h \phi_{m}$ we have

$$
\left(\mathrm{R}_{\varphi} \mathrm{R}_{\varphi^{\prime}}^{*} g_{\varphi^{\prime}}\right)(s)=h\left(\varphi^{\prime}\right)\left(\mathrm{R}_{\varphi} \mathrm{R}_{\varphi^{\prime}}^{*} \phi_{m}\right)(s),
$$

which together complete the proof.

Lemma B. 4 constitutes the first step to determine the spectral decomposition of the operator $\mathrm{RR}^{*}$ and hence the SVD of R. It shows that $\mathrm{RR}^{*}$ leaves the subspaces $V_{m}$ of $L_{2}([-\pi / 2, \pi / 2] \times$ $\left.[-1,1] ; \mu_{1}\right)$ with

$$
V_{m}=\left\{h(\varphi) \phi_{m}(s), h \in L_{2}([-\pi / 2, \pi / 2] ; \lambda(\varphi) d \varphi)\right\}
$$

invariant. Therefore, in the next lemma we study the action of the self-adjoint integral operators $T_{m}$ on $L_{2}([-\pi / 2, \pi / 2], \lambda(\varphi) d \varphi)$ given by

$$
T_{m} h(\varphi)=C_{m}^{\gamma}(1)^{-1} \int_{-\pi / 2}^{\pi / 2} h\left(\varphi^{\prime}\right) C_{m}^{\gamma}\left(\cos \left(\varphi^{\prime}-\varphi\right)\right) \lambda\left(\varphi^{\prime}\right) d \varphi^{\prime}
$$

Lemma B.5. Then the following statements hold:

1. $T_{m}$ vanishes on the orthogonal complement of $\operatorname{lin}\left\{h_{m, l}\right\}_{l=0}^{m}$, and $T_{m} \mathrm{~h}_{m}=\pi\left(\mathrm{C}_{m} \mathrm{~A}_{m}\right)^{\prime} \mathrm{h}_{m}$.
2. The functions

$$
\tilde{h}_{m, l}=\frac{1}{\sqrt{\pi \alpha_{m, l}}} \mathrm{v}_{m, l}^{\prime} \mathrm{h}_{m}=\frac{1}{\sqrt{\pi \alpha_{m, l}}} \sum_{k=0}^{m} v_{m, l}^{(k)} h_{m, k}, \quad l=0, \ldots, m,
$$

are an orthonormal basis of

$$
\operatorname{lin}\left\{h_{m, l}\right\}_{l=0}^{m} \subset L_{2}([-\pi / 2, \pi / 2] ; \lambda(\varphi) d \varphi),
$$

and

$$
T_{m} \tilde{\mathrm{~h}}_{m}=\pi \mathrm{B}_{m}^{\prime} \tilde{\mathrm{h}}_{m}, \quad \text { where } \tilde{\mathrm{h}}_{m}=\left(\tilde{h}_{m, 0}, \ldots, \tilde{h}_{m, m}\right)^{\prime}, \quad T_{m} \tilde{\mathrm{~h}}_{m}=\left(T_{m} \tilde{h}_{m, 0}, \ldots, T_{m} \tilde{h}_{m, m}\right)^{\prime}
$$

and $\mathrm{B}_{m}$ is defined in (3).
3. The functions $\left(\tilde{\tilde{h}}_{m, l}\right)_{l=0}^{m}$, defined in (4), form an orthonormal basis of $\operatorname{lin}\left\{h_{m, l}\right\}_{l=0}^{m}$ as well and

$$
T_{m} \tilde{\tilde{h}}_{m, l}=\pi \beta_{m, l} \tilde{\tilde{h}}_{m, l}
$$

Proof. Ad 1.: In view of (4.9.19) and (4.9.21) in Szegö (1967), the polynomials $C_{m}^{\gamma}(\cos \varphi)$ attain the explicit form

$$
C_{m}^{\gamma}(\cos \varphi)=\sum_{j=0}^{m} \frac{\Gamma(j+\gamma) \Gamma(m-j+\gamma)}{\Gamma(\gamma)^{2} j!(m-l)!} e^{i(m-2 j) \varphi}
$$

so that, since $C_{m}^{\gamma}(1)=\Gamma(m+2 \gamma) /(\Gamma(2 \gamma) m!)$, setting

$$
c_{m, j}=\binom{m}{j} \frac{\Gamma(2 \gamma) \Gamma(j+\gamma) \Gamma(m-j+\gamma)}{\Gamma(m+2 \gamma) \Gamma(\gamma)^{2}}
$$

we find that

$$
T_{m} h(\varphi)=\sum_{j=0}^{m} c_{m, j} e^{-i(m-2 j) \varphi} \int_{-\pi / 2}^{\pi / 2} h\left(\varphi^{\prime}\right) e^{i(m-2 j) \varphi^{\prime}} \lambda\left(\varphi^{\prime}\right) d \varphi^{\prime}
$$

This evidently shows that $T_{m} h=0$ for $h$ in the orthogonal complement of $\operatorname{lin}\left\{h_{m, 0}, \ldots, h_{m, m}\right\}$
in $L_{2}([-\pi / 2, \pi / 2] ; \lambda(\varphi) d \varphi)$, and defining

$$
d_{z}=\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} e^{-i 2 z \varphi^{\prime}} \lambda\left(\varphi^{\prime}\right) d \varphi^{\prime}, \quad z \in \mathbb{Z}
$$

we find that

$$
T_{m} h_{m, l}=\pi \sum_{j=0}^{m} c_{m, j} d_{l-j} h_{m, j}
$$

proving part 1.
Ad 2.: Orthonormality of the functions $\tilde{h}_{m, 0} \ldots, \tilde{h}_{m, m}$ follows from that of $\mathrm{v}_{m, 0}, \ldots, \mathrm{v}_{m, m}$. In fact, using

$$
\left\langle h_{m, k_{1}}, h_{m, k_{2}}\right\rangle_{\lambda}=\int_{-\pi / 2}^{\pi / 2} h_{m, k_{1}}(\varphi) \overline{h_{m, k_{2}}(\varphi)} \lambda(\varphi) d \varphi=\pi a_{k_{2}-k_{1}}
$$

we have

$$
\begin{aligned}
\left\langle\tilde{h}_{m, l_{1}}, \tilde{h}_{m, l_{2}}\right\rangle_{\lambda} & =\frac{1}{\sqrt{\alpha_{m, l_{1}} \alpha_{m, l_{2}}}} \sum_{k_{1}, k_{2}=0}^{m} v_{m, l_{1}}^{\left(k_{1}\right)} \overline{v_{m, l_{2}}^{\left(k_{2}\right)}} a_{k_{2}-k_{1}} \\
& =\frac{1}{\sqrt{\alpha_{m, l_{1}} \alpha_{m, l_{2}}}} \overline{\mathrm{v}_{m, l_{2}}^{\prime}} \mathrm{A}_{m} \mathrm{v}_{m, l_{1}}=\sqrt{\frac{\alpha_{m, l_{1}}}{\alpha_{m, l_{2}}}} \overline{\mathrm{v}_{m, l_{2}}^{\prime}} \mathrm{v}_{m, l_{1}} .
\end{aligned}
$$

This in particular implies that $\tilde{h}_{m, 0}, \ldots, \tilde{h}_{m, m}$ are linearly independent so that, since $\tilde{h}_{m, l} \in$ $\operatorname{lin}\left\{h_{m, l}\right\}_{l=0}^{m}, l=0, \ldots, m$, they are a corresponding basis, too, concluding part c .

Finally, note that $\tilde{\mathrm{h}}_{m}=\pi^{-1 / 2} \Lambda^{-1 / 2} \mathrm{~V}_{m}^{\prime} \mathrm{h}_{m}, \mathrm{~h}_{m}=\pi^{1 / 2} \overline{\mathrm{~V}}_{m} \Lambda^{1 / 2} \tilde{\mathrm{~h}}_{m}$, and $\mathrm{A}_{m} \mathrm{~V}_{m}=\mathrm{V}_{m} \Lambda_{m}$, with part b providing

$$
\begin{aligned}
T_{m} \tilde{\mathrm{~h}}_{m} & =\pi^{-1 / 2} \Lambda_{m}^{-1 / 2} \mathrm{~V}_{m}^{\prime} T_{m} \mathrm{~h}_{m}=\pi^{1 / 2} \Lambda_{m}^{-1 / 2} \mathrm{~V}_{m}^{\prime} \mathrm{A}_{m}^{\prime} \mathrm{C}_{m} \mathrm{~h}_{m} \\
& =\pi^{1 / 2} \Lambda_{m}^{1 / 2} \mathrm{~V}_{m}^{\prime} \mathrm{C}_{m} \mathrm{~h}_{m}=\pi \Lambda_{m}^{1 / 2} \mathrm{~V}_{m}^{\prime} \mathrm{C}_{m} \overline{\mathrm{~V}}_{m} \Lambda_{m}^{1 / 2} \tilde{\mathrm{~h}}_{m},
\end{aligned}
$$

which shows part 2.

Part 3. is proved similarly as part 2.

From Lemma B. 4 and Lemma B.5, part 3., it follows that for all $m \geq l \geq 0$,

$$
\begin{equation*}
\mathrm{RR}^{*} \Phi_{m, l}=\tilde{\phi}_{m} T_{m} \tilde{\tilde{h}}_{m, l}=\pi \beta_{m, l} \Phi_{m, l} . \tag{8}
\end{equation*}
$$

Further, from Lemma B.5, parts 1. and 3., the system $\left\{\Phi_{m, l}\right\}_{m \geq l \geq 0}$ is orthonormal and complete in the orthogonal complement of the kernel of $\mathrm{R}^{*}$, and hence in the closure of range $(\mathrm{R})$. Setting $\sigma_{m, l}=\sqrt{\pi \beta_{m, l}}$ and $\Psi_{m, l}=\sigma_{m, l}^{-1} \mathrm{R}^{*} \Phi_{m, l}$, it follows from (8) that

$$
\mathrm{R} \Psi_{m, l}=\sigma_{m, l} \Phi_{m, l}, \quad \mathrm{R}^{*} \Phi_{m, l}=\sigma_{m, l} \Psi_{m, l}
$$

To complete the proof of the theorem, it remains to show (7) and that the $\left\{\Psi_{m, l}\right\}_{0 \leq l \leq m}$ form an orthonormal basis of $L_{2}\left(B_{1}(0) ; \mu_{2}\right)$.

The functions $\left(\widetilde{\Psi}_{m, l}\right)_{0 \leq l \leq m}$ in (6) form an orthogonal basis of $L_{2}\left(B_{1}(0) ; \mu_{2}\right)$. Call the functions on the right side of (7) $\widehat{\Psi}_{m, l}(x, y)$. By orthonormality of the vectors $v_{m, l}$ and $w_{m, l}$, it follows that the $\left(\widehat{\Psi}_{m, l}\right)_{0 \leq l \leq m}$ form an orthogonal basis of $L_{2}\left(B_{1}(0) ; \mu_{2}\right)$ as well.

From Davison (1983, theorem 3.2),

$$
\begin{equation*}
\left(\mathrm{R} \widetilde{\Psi}_{m, l}\right)(\varphi, s)=\pi c_{m, l} h_{m, l}(\varphi) \phi_{m}(s) \tag{9}
\end{equation*}
$$

Further by (9) and the definitions of $\Phi_{m, l}$ and $\hat{\Psi}_{m, l}$, we have that $\left(\mathrm{R} \hat{\Psi}_{m, l}\right)=\sigma_{m, l} \Phi_{m, l}$. Since the $\left(\Phi_{m, l}\right)_{0 \leq l \leq m}$ are orthonormal in $L_{2}\left([-\pi / 2, \pi / 2] \times[-1,1] ; \mu_{1}\right)$, this implies that R as an operator between the weighted $L_{2}$ spaces in (1) is injective. By (8), for the functions $\Psi_{m, l}=$ $\sigma_{m, l}^{-1} \mathrm{R}^{*} \Phi_{m, l}$ we also have that $\left(\mathrm{R} \Psi_{m, l}\right)=\sigma_{m, l} \Phi_{m, l}$, so that $\Psi_{m, l}=\widehat{\Psi}_{m, l}$ by injectivity. This concludes the proof of Theorem B.3.

## B.2. Singular functions and smoothness conditions in case $\gamma=1$

First we specialize our results for the singular functions to the case $\gamma=1$. Here the weights $c_{m, l}$ have the simple form $c_{m, l}=(m+1)^{-1}$ for all $m$, so, given the eigenvalues $\alpha_{m, l}$ of $\mathrm{A}_{m}$, it follows that $\beta_{m, l}=\alpha_{m, l} /(m+1)$, and thus the singular values of the operator R are $\sigma_{m, l}=$ $\sqrt{\pi \alpha_{m, l} /(m+1)}, m \geq l \geq 0$. Further, $d_{m}=1$ for all $m$, and

$$
C_{m}^{1}(s)=U_{m}(s)=\frac{\sin ((m+1) \arccos s)}{\sin \arccos s}
$$

are the Chebyshev polynomials of the second kind. Therefore, the singular functions $\Phi_{m, l}$ in detector space reduce to

$$
\Phi_{m, l}(\varphi, s)=\frac{2}{\pi} \sqrt{\frac{1-s^{2}}{\pi \alpha_{m, l}}} U_{m}(s) \sum_{k=0}^{m} v_{m, l}^{(k)} e^{-i(m-2 k) \varphi}
$$

with $\left\{\mathrm{v}_{m, l}=\left(v_{m, l}^{(0)}, \ldots, v_{m, l}^{(m)}\right)^{\prime}\right\}_{l=0}^{m}$ the orthonormal system of eigenvectors of $\mathrm{A}_{m}$.
The functions $\widetilde{\Psi}_{m, l}$ reduce to the Zernike functions $z_{m, l}$ defined by

$$
z_{m, l}(x, y)=Z_{m}^{m-2 l}(r) e^{-i(m-2 l) \theta}
$$

where $m \geq l \geq 0$ and $(x, y)=r e^{i \theta} \in B_{1}(0)$, and where the radial part $Z_{m}^{m-2 l}$ on the unit interval $[0,1]$ is given by

$$
Z_{m}^{n}(r)=\sum_{k=0}^{(m-n) / 2} \frac{(-1)^{k}(m-k)!}{k!((m+n) / 2-k)!((m-n) / 2-k)!} r^{m-2 k}
$$

for $m-n$ even. The singular function $\Psi_{m, l}$ in (7) are then expressed as

$$
\begin{equation*}
\Psi_{m, l}(x, y)=\frac{\sqrt{m+1}}{\pi} \sum_{k=0}^{m} v_{m, l}^{(k)} z_{m, k}(x, y), \quad m \geq l \geq 0 \tag{10}
\end{equation*}
$$

Next, following Johnstone (1989) we relate ellipsoid-type smoothness conditions to certain
weak derivatives w.r.t. a weighted $L_{2}$-norm. To this end, introduce the measure

$$
d \mu_{3}(x, y)=\pi^{-1}(s+1)\left(1-x^{2}-y^{2}\right)^{s} d x d y, \quad(x, y) \in B_{1}(0)
$$

Proposition B.6. In case $\gamma=1$, a function $f \in L_{2}\left(B_{1}(0) ; \mu_{2}\right)$ has weak derivatives of order $s$ in the weighted $L_{2}$-space $L_{2}\left(B_{1}(0) ; \mu_{3}\right)$ if and only if its Fourier coefficients $\theta_{m, l}=\left\langle f, \Psi_{m, l}\right\rangle$, with singular base functions $\Psi_{m, l}$ given in (10), satisfy

$$
\sum_{m=0}^{\infty} \sum_{l, k=0}^{m} \theta_{m, l}^{2}\left(v_{m, l}^{(k)}\right)^{2}(m-k+1)^{s}(k+1)^{s}<\infty
$$

Proposition B. 6 motivates us to consider

$$
\Theta_{3}=\Theta_{3}(\kappa, L)=\left\{\theta: \sum_{m \geq l, k \geq 0}(m-k+1)^{2 \kappa}(k+1)^{2 \kappa}\left(v_{m, l}^{(k)}\right)^{2} \theta_{m, l}^{2} \leq L\right\}
$$

where $\mathrm{v}_{m, l}=\left(v_{m, l}^{(0)}, \ldots, v_{m, l}^{(m)}\right)^{\prime}$ are the orthonormal eigenvectors of $\mathrm{A}_{m} . \Theta_{3}$ corresponds to functions having $2 \kappa$ weak derivatives which are bounded by a constant depending on $L$, in a weighted $L_{2}$-space. However, an analytic treatment of $\Theta_{3}$ is difficult since the behavior of the entries $v_{m, l}^{(k)}$ of the eigenvectors of $\mathrm{A}_{m}$ is generally unknown, and even in the specific cases where results are available (cf. Böttcher et al., 2010), these are pretty involved. We therefore focused on the smoothness classes $\Theta_{1}$ and $\Theta_{2}$, but point out the inclusion relations

$$
\Theta_{1}(2 \kappa, L) \subset \Theta_{3}(\kappa, L) \subset \Theta_{1}(\kappa, L)
$$

which follow since $(m+1)^{2 \kappa} \leq \sum_{l, k=0}^{m}(m-k+1)^{2 \kappa}(k+1)^{2 \kappa}\left(v_{m, l}^{(k)}\right)^{2} \leq(m+1)^{4 \kappa}$ for any $0 \leq l \leq m$.

Proof of Proposition B.6. In order to deduce the summability condition of Proposition B.6, similar as in Johnstone (1989) we differentiate the singular functions $\Psi_{m, l}$ given in (10) by means of the differential operators $D=(\partial / \partial x-i \partial / \partial y) / 2$ and $\bar{D}=(\partial / \partial x+i \partial / \partial y) / 2$. These
differential operators have the advantage of providing neat formulas for the derivatives of the Zernike functions $z_{m, l}$. In fact, we will see below that for $p, q \in \mathbb{N}$ such that $p+q=s$ we get

$$
D^{p} \bar{D}^{q} z_{m, l}= \begin{cases}\frac{s!}{\pi} h_{m-s, l-p}^{s+1}, & m-q \geq l \geq p  \tag{11}\\ 0, & \text { else }\end{cases}
$$

where

$$
\begin{equation*}
h_{m, l}^{\gamma}(x, y)=\int_{-\pi / 2}^{\pi / 2} C_{m}^{\gamma}(x \cos \varphi+y \sin \varphi) e^{-i(m-2 l) \varphi} d \varphi, \tag{12}
\end{equation*}
$$

and where the norm of these derivatives with respect to $\mu_{3}$ is explicitly given by

$$
\begin{equation*}
\left\|D^{p} \bar{D}^{q} z_{m, l}\right\|_{\mu_{3}}^{2}=\frac{\pi^{1 / 2}(s+1)(2 s+1)!}{2^{2 s+1} s!\Gamma(s+3 / 2)} \frac{(m-l+p)!(l+q)!}{(l-p)!(m-l-q)!(m+1)} . \tag{13}
\end{equation*}
$$

Now, it suffices to show that the summability condition

$$
\sum_{m=0}^{\infty} \sum_{l, k=0}^{m} \theta_{m, l}^{2}\left(v_{m, l}^{(k)}\right)^{2}(m-k+1)^{s}(k+1)^{s}<\infty
$$

is equivalent to $D^{p} \bar{D}^{q} f \in L_{2}\left(B_{1}(0) ; \mu_{3}\right)$ for all $p, q \in \mathbb{N}$ such that $p+q=s$. For this, we first give bounds on the $L_{p}$-norms of the Zernike functions above. Clearly,

$$
\frac{(m-l+p)!}{(m-l-q)!} \leq(m-l+p)^{s} \leq(m-l+1)^{s} s^{s}, \quad \frac{(l+q)!}{(l-p)!} \leq(l+q)^{s} \leq(l+1)^{s} s^{s} .
$$

Further, $m-l-q+1 \geq(m-l+1)(q+1)^{-1}$ and $l-p+1 \geq(l+1)(p+1)^{-1}$ whenever $m-q \geq l \geq p$, yielding

$$
\begin{aligned}
\frac{(m-l+p)!}{(m-l-q)!} & \geq(m-l-q+1)^{s} \geq(m-l+1)^{s}(s+1)^{-s} \\
\frac{(l+q)!}{(l-p)!} & \geq(l-p+1)^{s} \geq(l+1)^{s}(s+1)^{-s}
\end{aligned}
$$

Therefore, by (13) there exist constants $c_{s}, C_{s}>0$, only depending on $s=p+q$, such that

$$
c_{s} \leq \frac{m+1}{(m-l+1)^{s}(l+1)^{s}}\left\|D^{p} \bar{D}^{q} z_{m, l}\right\|_{\mu_{3}^{s}}^{2} \leq C_{s}
$$

for all $m-q \geq l \geq p$.
Now, expanding $f$ as a Fourier series in the singular functions $\Psi_{m, l}$,

$$
f=\sum_{m=0}^{\infty} \sum_{l=0}^{m} \theta_{m, l} \Psi_{m, l}=\pi^{-1} \sum_{m=0}^{\infty} \sqrt{m+1} \sum_{l=0}^{m} \theta_{m, l} \sum_{k=0}^{m} v_{m, l}^{(k)} z_{m, k}
$$

whence, using the orthogonality of the $z_{m, k}$ which in turn follows from that of the $\Psi_{m, k}^{1}$, see (14) below, the weak derivatives of $f$ with respect to the operators $D$ and $\bar{D}$ satisfy

$$
\begin{aligned}
\left\|D^{p} \bar{D}^{q} f\right\|_{\mu_{3}^{s}}^{2} & =\pi^{-2} \sum_{m=s}^{\infty}(m+1) \sum_{l=0}^{m} \theta_{m, l}^{2} \sum_{k=p}^{m-q}\left(v_{m, l}^{(k)}\right)^{2}\left\|D^{p} \bar{D}^{q} z_{m, k}\right\|_{\mu_{3}^{s}}^{2} \\
& \asymp \sum_{m=s}^{\infty} \sum_{l=0}^{m} \theta_{m, l}^{2} \sum_{k=p}^{m-q}\left(v_{m, l}^{(k)}\right)^{2}(m-k+1)^{s}(k+1)^{s} .
\end{aligned}
$$

This sum is finite for all $p, q \in \mathbb{N}$ such that $p+q=s$ if and only if the same holds true for $k$ ranging from 0 to $m$. And finally, since the $\theta_{m, l}^{2}$ are finite due to $f \in L_{2}$, the outer sum can be extended to $m$ ranging from 0 to infinity.

Proof of (13). For clarity, in the following we express the dependence of all functions on the parameter $\gamma$. Further, recall that the measures $\mu_{i}^{\gamma}, i=1,2,3$, are defined in terms of the weight functions

$$
\begin{aligned}
& w_{1}^{\gamma}(\varphi, s)=\frac{\pi^{1 / 2} \Gamma(\gamma+1 / 2)}{\gamma \Gamma(\gamma)}\left(1-s^{2}\right)^{1 / 2-\gamma}, \quad|s| \leq 1,|\varphi| \leq \pi / 2 \\
& w_{2}^{\gamma}(x, y)=\pi \gamma^{-1}\left(1-x^{2}-y^{2}\right)^{1-\gamma}, \quad(x, y) \in B_{1}(0) \\
& w_{3}^{\gamma}(x, y)=\pi^{-1}(\gamma+1)\left(1-x^{2}-y^{2}\right)^{\gamma}, \quad(x, y) \in B_{1}(0)
\end{aligned}
$$

Assume that $\lambda=1$, in which case the singular functions in detector space, for arbitrary $\gamma$, are
given by

$$
\Phi_{m, l}^{\gamma}(\varphi, s)=\frac{C_{m}^{\gamma}(s) e^{-i(m-2 l) \varphi}}{\sqrt{\pi d_{m}^{\gamma}} w_{1}^{\gamma}(s)},
$$

and the singular values by $\sigma_{m, l}=\sqrt{\pi c_{m, l}^{\gamma}}$, where

$$
d_{m}^{\gamma}=\frac{\sqrt{\pi} \gamma 2^{1-2 \gamma} \Gamma(m+2 \gamma)}{m!\Gamma(\gamma+1 / 2)(m+\gamma) \Gamma(\gamma)}, \quad c_{m, l}^{\gamma}=\binom{m}{l} \frac{\Gamma(2 \gamma) \Gamma(\gamma+m-l) \Gamma(\gamma+l)}{\Gamma(2 \gamma+m) \Gamma(\gamma)^{2}} .
$$

Hence, in view of Lemma B.2, the eigenfunctions in brain space can be written as

$$
\begin{aligned}
\Psi_{m, l}^{\gamma}(x, y) & =\frac{1}{\pi \sqrt{d_{m}^{\gamma} c_{m, l}^{\gamma}} w_{2}^{\gamma}(x, y)} \int_{-\pi / 2}^{\pi / 2} C_{m}^{\gamma}(x \cos \varphi+y \sin \varphi) e^{-i(m-2 l) \varphi} d \varphi \\
& =\frac{h_{m, l}^{\gamma}(x, y)}{\pi \sqrt{d_{m}^{\gamma} c_{m, l}^{\gamma}} w_{2}^{\gamma}(x, y)}
\end{aligned}
$$

with $h_{m, l}^{\gamma}$ defined in (12), and in particular, regarding (10) and minding that $d_{m}^{1}=1, c_{m, l}^{1}=$ $(m+1)^{-1}$, and $w_{2}^{1}(x, y)=\pi$, the Zernike functions are given by

$$
\begin{equation*}
z_{m, l}(x, y)=\frac{\pi}{\sqrt{m+1}} \Psi_{m, l}^{1}(x, y)=\pi^{-1} h_{m, l}^{1}(x, y) \tag{14}
\end{equation*}
$$

We now come back to the differential operators $D=(\partial / \partial x-i \partial / \partial y) / 2$ and $\bar{D}=(\partial / \partial x+$ $i \partial / \partial y) / 2$. From the Gegenbauer identity $d / d s C_{m}^{\gamma}(s)=2 \gamma C_{m-1}^{\gamma+1}(s)$, see e. g. (4.7.14) in Szegö (1967), it readily follows that

$$
D h_{m, l}^{\gamma}=\gamma h_{m-1, l-1}^{\gamma+1}, \quad \bar{D} h_{m, l}^{\gamma}=\gamma h_{m-1, l}^{\gamma+1},
$$

where in particular $D h_{m, 0}^{\gamma}=\bar{D} h_{m, m}^{\gamma}=0$. For $p, q \in \mathbb{N}$ such that $p+q=s$ this provides (11).

The norm of these derivatives can now be evaluated with respect to $\mu_{3}^{s}$. For this, note that
$w_{3}^{\gamma}=\left(w_{2}^{\gamma+1}\right)^{-1}$ and that the $\Psi_{m, l}^{\gamma}$ are normalized with respect to $\mu_{2}^{\gamma}$. Therefore,

$$
\begin{aligned}
\left\|h_{m, l}^{\gamma+1}\right\|_{\mu_{3}^{\gamma}} & =\pi \sqrt{d_{m}^{\gamma+1} c_{m, l}^{\gamma+1}}\left\|w_{2}^{\gamma+1} \Psi_{m, l}^{\gamma+1}\right\|_{\mu_{3}^{\gamma}}=\pi \sqrt{d_{m}^{\gamma+1} c_{m, l}^{\gamma+1}}\left\|\Psi_{m, l}^{\gamma+1}\right\|_{\mu_{2}^{\gamma+1}} \\
& =\pi \sqrt{d_{m}^{\gamma+1} c_{m, l}^{\gamma+1}}
\end{aligned}
$$

for $p, q \in \mathbb{N}$ such that $p+q=s$ yielding

$$
\left\|D^{p} \bar{D}^{q} z_{m, l}\right\|_{\mu_{3}^{s}}=\frac{s!}{\pi}\left\|h_{m-s, l-p}^{s+1}\right\|_{\mu_{3}^{s}}=s!\sqrt{d_{m-s}^{\gamma+1} c_{m-s, l-p}^{\gamma+1}}
$$

Plugging in the formulas for $c_{m, l}^{\gamma}$ and $d_{m}^{\gamma}$ given above provides (13).

## B.3. Exact rates for the ordinary Radon transform

To complement the above analysis, we finally show that in contrast to the weight function $\lambda$ on the angle, which strongly effects the rate of convergence, the parameter $\gamma$ in the weight functions $w_{1}$ and $w_{2}$ alone does not influence the rate of convergence.

In case that $\lambda \equiv 1$, i.e., the Radon transform inverse problem as studied in the past, exact minimax rates can be given not only for $\gamma=1$, the situation for which the rates are well known, but for arbitrary $\gamma$. We here concentrate on the case $\gamma \in(0,1]$, including parallel beam design, for instance.

Recall that for $\lambda \equiv 1$ the singular values $\sigma_{m, l}$ are given by

$$
\sigma_{m, l}=\sqrt{\pi c_{m, l}}
$$

with

$$
c_{m, l}=\binom{m}{l} \frac{\Gamma(2 \gamma) \Gamma(l+\gamma) \Gamma(m-l+\gamma)}{\Gamma(m+2 \gamma) \Gamma(\gamma)^{2}}
$$

In view of Lemma B. 7 and using $\Gamma(m+2 \gamma) / \Gamma(m+1) \sim m^{2 \gamma-1}$,

$$
\begin{aligned}
\sum_{l=0}^{m} c_{m, l}^{-1} & =\frac{\Gamma(\gamma)^{2}}{\Gamma(2 \gamma)} \frac{\Gamma(m+2 \gamma)}{\Gamma(m+1)} \sum_{l=0}^{m} \frac{\Gamma(l+1)}{\Gamma(l+\gamma)} \frac{\Gamma(m-l+1)}{\Gamma(m-l+\gamma)} \\
& \sim C_{\gamma} m^{2}
\end{aligned}
$$

as $m \rightarrow \infty$, where $C_{\gamma}=\frac{\sqrt{\pi} \Gamma(\gamma)^{2} \Gamma(2-\gamma)}{\Gamma(2 \gamma) \Gamma(5 / 2-\gamma) 2^{3-2 \gamma}}$. Since this can be treated as imposing 25 for $\rho=2$ and $C=C_{\gamma}$, Theorem 3.6 provides the minimax risk

$$
r_{\varepsilon}\left(\Theta_{1}(\kappa, L)\right) \sim C_{1}^{*} \varepsilon^{\frac{4 \kappa}{2 \kappa+3}} \quad \text { as } \varepsilon \rightarrow 0
$$

with

$$
C_{1}^{*}=\left(\frac{C_{\gamma} \kappa}{\pi(\kappa+3)}\right)^{\frac{2 \kappa}{2 \kappa+3}} \frac{(L(2 \kappa+3))^{\frac{3}{2 \kappa+3}}}{3} .
$$

For example, using the duplication formula $\Gamma(z) \Gamma(z+0.5)=2^{1-2 z} \sqrt{\pi} \Gamma(2 z), z \in \mathbb{Z}$, in parallel beam design we particularly have

$$
C_{0.5}=\pi^{2} / 8 .
$$

Lemma B.7. Denoting by $\Gamma$ the Gamma function, for any $\gamma \in(0,1]$,

$$
\sum_{l=0}^{m} \frac{\Gamma(l+1)}{\Gamma(l+\gamma)} \frac{\Gamma(m-l+1)}{\Gamma(m-l+\gamma)} \sim \frac{\sqrt{\pi} \Gamma(2-\gamma)}{\Gamma(5 / 2-\gamma)} 2^{2 \gamma-3} m^{3-2 \gamma} \quad \text { as } m \rightarrow \infty .
$$

Proof. Set $f(x)=\Gamma(x) / \Gamma(x+\gamma-1)$, and without loss of generality always assume that $m$ is even. Then, by symmetrie in $l$ and $m-l$,

$$
\sum_{l=0}^{m} \frac{\Gamma(l+1)}{\Gamma(l+\gamma)} \frac{\Gamma(m-l+1)}{\Gamma(m-l+\gamma)}=2 \sum_{l=0}^{m / 2} f(l+1) f(m-l+1) .
$$

Let $\varepsilon>0$. As $x \rightarrow \infty$, the function $f$ satisfies $f(x) \sim x^{1-\gamma}$, whence there exists $x_{\varepsilon}>0$ such that

$$
\begin{equation*}
1-\varepsilon \leq f(x+1) / x^{1-\gamma} \leq 1+\varepsilon, \quad x \geq x_{\varepsilon} . \tag{15}
\end{equation*}
$$

Setting $m_{\varepsilon}=\left\lceil x_{\varepsilon}\right\rceil$, it is evident that

$$
\sum_{l=0}^{m_{\varepsilon}-1} f(l+1) f(m-l+1)=O\left(m^{1-\gamma}\right)
$$

Further,

$$
\begin{aligned}
\sum_{l=m_{0}}^{m / 2} f(l+1) f(m-l+1) & \gtrsim \sum_{l=m_{0}}^{m / 2} l^{1-\gamma}(m-l)^{1-\gamma} \geq(m / 2)^{1-\gamma} \sum_{l=m_{0}}^{m / 2} l^{1-\gamma} \\
& \gtrsim m^{3-2 \gamma}
\end{aligned}
$$

For each $\varepsilon$ fixed, we therefore obtain the upper bound

$$
\underset{m \rightarrow \infty}{\limsup } \sum_{l=0}^{m / 2} f(l+1) f(m-l+1) \leq\left((1+\varepsilon)^{2}+o(1)\right) \limsup _{m \rightarrow \infty} \sum_{l=0}^{m / 2} l^{1-\gamma}(m-l)^{1-\gamma}
$$

and likewise the lower bound

$$
\liminf _{m \rightarrow \infty} \sum_{l=0}^{m / 2} f(l+1) f(m-l+1) \geq\left((1-\varepsilon)^{2}+o(1)\right) \liminf _{m \rightarrow \infty} \sum_{l=0}^{m / 2} l^{1-\gamma}(m-l)^{1-\gamma}
$$

so letting $\varepsilon \rightarrow 0$ gives

$$
\begin{aligned}
\sum_{l=0}^{m / 2} f(l+1) f(m-l+1) & \sim \sum_{l=0}^{m / 2} l^{1-\gamma}(m-l)^{1-\gamma}=m^{3-2 \gamma} \frac{1}{m} \sum_{l=0}^{m / 2}(l / m)^{1-\gamma}(1-l / m)^{1-\gamma} \\
& \sim m^{3-2 \gamma} \int_{0}^{1 / 2} x^{1-\gamma}(1-x)^{1-\gamma} d x
\end{aligned}
$$

With this, and minding that

$$
\int_{0}^{1} x^{1-\gamma}(1-x)^{1-\gamma} d x=\frac{\sqrt{\pi} \Gamma(2-\gamma) 2^{2 \gamma-3}}{\Gamma(5 / 2-\gamma)}
$$

we conclude the proof.
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