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S1. Multivariate normality of ¢

Define a functional composition map ¢(F,G~!) = F(G™!). Since the inverse
map G~! is Hadamard-differentiable (Lema 3.9.20, Van der Vaart and Wellner,
1996), the composition map ¢ of F' and G~! is also Hadamard-differentiable at
(F,G™!) (Lemma 3.9.25, Van der Vaart and Wellner, 1996). As a consequence of
the derivative Lemma 3.9.27 in Van der Vaart and Wellner (1996), if m/n — A,
we get the following expansion:

vm {ﬁ(é_l(u)) - F(G_l(u))} converges weakly to gb;ﬁ’G,l(Up, VUG- ) (u),
which is the sum of two independent Brownian bridge processes,
Ui (F(G™ () + VAE(G ™ (w))) Us(u),

where U; and Uy are Q— and standard Brownian bridge processes, respectively.
The Taylor expansion of the transformed ¢th empirical ROC curve implies

that g~*(Qe(u)) converges to g~ (Q¢)(u) + 1/v/mUn (Qe(w))/g'lg~{Qe(u)}] +
1/y/nbsh/ (u)Ups(u), uniformly in u. Denote

L Up(Qelue)) L5,
€ = Vm ¢'lg-H{Qu(u)}] + \/ﬁ‘gkzh (ug)Upa(ug).
Then the random vector € = (ey, ... )? has an asymptotically multivariate nor-
mal distribution.
S2. Proof of Theorem 1
It follows from the multivariate normality of € in S1 that the finite-sample
version of the fth empirical ROC estimator can be written as

~

Qulu) ~ Q) ~ [F{G ()} — Qulw))] + Qu)Ce{ Gy (u) — u)]
= 2w+ Q) Y 2L (w)
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with B

Zx () = I(Xe > G (w) — Qe(u),
and

Zgj(u) =1(Y;, > Ggl(u)) — u.

The covariances of ZX (v) and Zg/r(t), with ¢th and /th biomarkers, are given by

con(Z5 6 Z80) = [ [0 2 6715 - QUG = 67 0) - Qi)
f(Xer, X5,)dXerdX5,
= F /(G (5), G5 (1) — Quls)Q4(1),
and similarly,
coo(Z,(s), ZX,(1)) = GGy (s), G5 (1)) — st,

Thus, the result in Theorem 1 follows.
S3. Proof of Theorem 2
We give a brief proof of Theorem 2. Denote

Iy Iy - I
m
Jp=——(M"M)!
p=3— ) -
O O - I
Further calculation gives that
S MMy M3M; o - MMy L Lo D
b—a | MTMy MFTM5 - O O I, -+ O
Jp = . : .
m : : i : i
MiT My (@) o MGE M O O - I

As Py — oo, it is obvious that Jp — J in probablity. We let

P 1 T Px 7 TN\
Vv — b—a Pszl Yip L Pzpzl Yicp 7
m Zp;1 h(ul,p)Yl,p Zpgl h(uK,p)YKﬁD

the LS estimator 65 can be written as QLS =J p?. AThe covariance matrix of Y
is a 2K x 2K symmetric matrix ¥ = (X7 ), where ¥, is a 2 x 2 sub-matrix of

Vs P 5
sy _ b—ay S Y > 1 Vi
2“7 = ( )“cov P, o ) P; oy )
’ m Ep:l h(uéyp)n,l? Zp:l h(uéjp)}%’p

Y.
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for 0,0 =1,2,... K. We let

Qe(s Nt) — Qu(s)Qe(?)
9'lg7HQu(s)}g [g7HQu)}]
Wi(s,t) = 620 (s)W (t)(s At — st),

Zo(s,t)

where £ =1, ..., K, and
FM(G ( ) GE ()) — Qu(s )Qé(t)
B 9'lg~{Qe(s)}g'ls"H{Q)}
Woils,t) = Oubph' ()W (0{G, 1(Gy (), G5 (1) — st}

for 0,0 =1,2,. K and ¢ # (. Here, it follows that when ¢ = ¢ and m,n — oo,
the elements in m= 22’ , converge in probability to the follows:

Zmz(s,t) =

o’ = (b—a) SN {Zelup, urg) + AWelugp, ueg)}

P q
oy = (b—a) ZZ’"L ) { Ze(uep, weg) + AWi(ugp, ueg)}
o? = (b-a) zz:hwp (t,0) {20t tt,g) + AWttt 1)}

When /¢ # l, i?@ is calculated differently. Theorem 1 gives that the elements in

mb/ 22? ; converge in probability to

o) = (b—a) ZZ{ Zy ot 17,) + AW, ez, }
d?)= ~a) Zjihum){ggwwumw+mnxw@uM&
o = (b=a) Ejzhwﬂ{eeWwWQ+M%AWwa}
i = 6 Y b g) {2ty v Ao )}

respectively. Thus, as m/n — A\ when m,n, P, — oo, the multivariate normal
theory gives the result in Theorem 2.

S4. Proof of Theorem 3
Denote
Y11 Yk )
Y = .
F < Yp1 Xk
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The Cauchy-Schwartz inequality (Rao, 2002, p 54) gives

> {H(0 — 01)}

o
(6= 0TS (b1 1) =

and

H{(61.,67) — (67, 61)}"P?

0T, 61y — (0T, 0Ty, (6T, 6Ty — (T, 6T 7 2\
{607, 60) — (01,0,) 35, {61, 0,) — (61,6,)} = oot

Therefore, we can obtain the following (1—a)100% confidence band for H(6;—6;):

H(f — 6,)7)>
Pr sup { (~1 Nk) ;i <xs.p~1-a,
0<a<u<b<l HYHT ’

and for ﬁ{(élT, ég) — (67,01}, k > 2, we can obtain the following result:

7T AT\ _ (T pT\\T12
Pr{ wp OO0 = 0LV _ }M_a‘

~ =~ = Ad,«
0<a<u<b<l HY HT

Then the result follows.



