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Abstract: This paper studies the relationship between partial sufficiency (in the

sense of Fraser) and invariance, both in terms of σ-fields and of statistics, with

application of the main result to the problem of testing statistical hypotheses.

Some examples are given to illustrate these results.
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1. Introduction and Mathematical Definitions

Two well-known methods of reduction of statistical experiments are suffi-
ciency, where no information is lost, and invariance, where the loss of information
is justified by an argument of symmetry. The relationship between the two is
studied in Hall, Wijsman and Ghosh (1965), in the invariant case, and in Berk
(1972) in the almost invariant case. A version of the main theorem of Hall, Wi-
jsman and Ghosh (1965), they refer to it as a theorem of Stein, can be found in
Nogales, Oyola and Pérez (2000). We also cite Berk, Nogales and Oyola (1996)
and Nogales and Oyola (1996), where some remarks are made on the conditional
independence of the sufficient and invariant or almost invariant σ-fields given
their intersection.

In this paper, a similar study is realized for the Fraser approach to the
concept of partial sufficiency. We distinguish the invariant and almost invariant
cases, and the results are stated in terms of σ-fields as well as in terms of statistics.
An application to testing hypotheses and three examples are given to illustrate
our results on the relationship between partial sufficiency and invariance. The
reader is referred to the classical paper of Basu (1978), reproduced in Ghosh
(1988), where a detailed study of the evolution of the concept of partial sufficiency
can be found.

Let us fix the notations to be used throughout the paper. (Ω,A, P) is
a statistical experiment, i.e., (Ω,A) is a measurable space and P a family of
probability measures on (Ω,A). We suppose

P = {Pθ,φ: (θ, φ) ∈ Θ × Φ}, (1)
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where Θ and Φ are nonempty sets. θ is considered the parameter of interest,
while φ is a nuisance parameter. The family P will be supposed identifiable, in
the sense that Pθ,φ �= Pθ′,φ′ if (θ, φ) �= (θ′, φ′).

Given φ ∈ Φ, we write Pφ = {Pθ,φ: θ ∈ Θ}; N (resp., Nφ) will denote the
family of the P-null (resp., Pφ-null) events. For two statistics, f and g, we write

f ∼ g (resp., f φ∼g) if {f �= g} belongs to N (Nφ, resp.) In this case, f and g

are said to be P-equivalent (resp., Pφ-equivalent). For a sub-σ-field B ⊂ A, [B]+

denotes the class of the B-measurable and non-negative functions, and we write
B (resp. Bφ) for the completion of B with the P-null (resp., Pφ-null) sets. Given
two sub-σ-fields C and D of A, we write C ∼ D when C = D.

Let B be a sub-σ-field of A (resp., S : (Ω,A) → (ΩS ,AS) be a statistic).
Given a non-negative real statistic f on (Ω,A), we consider the conditional expec-
tation Eθ,φ(f |B) (resp., Eθ,φ(f |S)) as the equivalence class of all measurable func-
tions g : (Ω,B) → R̄ (resp., g : (ΩS ,AS) → R̄) such that

∫
B fdPθ,φ =

∫
B gdPθ,φ,

for all B ∈ B (resp.,
∫
S−1AS

fdPθ,φ =
∫
AS
gdPSθ,φ, for all AS ∈ AS , where PSθ,φ

denotes the probability distribution of S with respect to Pθ,φ, defined on AS by
PSθ,φ(AS) = Pθ,φ(S−1AS)). For an event A ∈ A, the conditional probabilities
Pθ,φ(A|B) and Pθ,φ(A|S) are defined as the conditional expectations Eθ,φ(IA|B)
and Eθ,φ(IA|S), resp., where IA denotes the indicator function of A.

The sub-σ-field B of A is said to be θ-oriented when the restriction PB
θ,φ

of the probability Pθ,φ to the σ-field B does not depend on φ. B is said to be
specific θ-sufficient if it is sufficient for the statistical experiment (Ω,A,Pφ) for
every φ ∈ Φ. B is said to be partially θ-sufficient (in the sense of Fraser (1956))
if it is θ-oriented and specific θ-sufficient. A statistic S : (Ω,A,P) → (ΩS ,AS)
is said to be θ-oriented, specific θ-sufficient or partially θ-sufficient if its induced
σ-field S−1(AS) is.

Let us briefly recall invariance. A transformation on the set Ω is a bijective
map from Ω onto itself. We say a group G of bimeasurable transformations on
(Ω,A) leaves (Ω,A,P) invariant when, for all g ∈ G and P ∈ P, the probability
distribution P g of g with respect to P remains in P; we also say that G leaves
the family P invariant. The G-orbit of a point ω ∈ Ω is the set {g(ω): g ∈ G}. A
statistic f : (Ω,A,P) → (Ω′,A′) is said to be G-invariant if f ◦g = f, for all g ∈ G

(i.e., if it is constant on every orbit); f is said to be almost G-invariant (resp., φ-
almost G-invariant for a given φ ∈ Φ) if {f �= f ◦g} ∈ N (resp., {f �= f ◦g} ∈ Nφ),
for all g ∈ G. f is said to be maximal G-invariant if it is G-invariant and takes
different values on different orbits. An event A ∈ A is said to be G-invariant,
almost G-invariant or φ-almost G-invariant when its indicator function IA is.
In the next, AI , AA and Aφ

A will denote, respectively, the σ-fields of the G-
invariant, almost G-invariant and φ-almost G-invariant events. Obviously, every
G-invariant or almost G-invariant statistic is AI -measurable or AA-measurable,



PARTIAL SUFFICIENCY AND INVARIANCE 1271

resp. We can find, in Florens, Mouchart and Rolin (1990), regular conditions
to guarantee the converse implications and to establish clearly the relationship
between the maximal G-invariance of a statistic U : (Ω,A) → (ΩU ,AU ) and
its induced σ-field U−1(AU ). In particular, if (Ω,A) and (ΩU ,AU ) are standard
Borel spaces (recall that a measurable space is said to be a standard Borel space
if there exists a bimeasurable map from it onto a Borel set of R) and the orbits are
measurable, then U is a maximal G-invariant function if, and only if, U−1(AU ) =
AI . Obviously, the completion of AI is always included in AA. In Lehmann
(1986) we can find a theorem of Stein stating sufficient conditions to guarantee
the converse contention, i.e., that every almost G-invariant real statistic is P-
equivalent to some G-invariant one. Namely, this is the case when the family P
is dominated by a σ-finite measure and remains invariant under the action of a
locally compact topological group (G,G), which acts measurably on (Ω,A). These
conditions are easily checked in the examples of the last section. A sub-σ-field B
is said to be stable (resp., essentially stable) when gB = B (resp., gB ∼ B) for all
g ∈ G. A statistic S : (Ω,A,P) → (ΩS,AS) is said to be stable when S−1(AS)
is; S is said to be equivariant when all the points in Ω with the same image by S
have also the same image by S ◦ g, for all g ∈ G. For an equivariant, stable and
surjective statistic S, a group GS = {gS : g ∈ G} of bimeasurable transformations
on (ΩS ,AS) is induced as follows: gS ◦ S = S ◦ g, for all g ∈ G; it is readily
shown that GS leaves invariant the family PS := {PS :P ∈ P} of the probability
distributions of S with respect to the probability measures of the family P.

To finish this section, recall the main results on the relationship between
sufficiency and invariance related to those we present below.

The first one was published in Hall, Wijsman and Ghosh (1965) and at-
tributed to Stein. It is the version for σ-fields of this theorem: Suppose the
statistical experiment (Ω,A,P) remains invariant under the action of the group
G, and let B be a sufficient sub-σ-field of A satisfying the conditions A(i) B is
stable, A(ii) B ∩ AI ∼ B ∩AA. Then, B ∩ AI is sufficient for AI .

The statistics version of the theorem of Stein can be found in the first part
of the paper of Hall, Wijsman and Ghosh (1965) and, in the present form, in
Nogales, Oyola and Pérez (2000). The following diagram illustrates the statement
of the result:

(Ω,A) �������

�������
(ΩS ,AS)

(ΩU ,AU )

�������

������� (Ω′,A′)

S

U

US

SU
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The result itself goes as follows: Let (Ω,A), (ΩS ,AS), (ΩU ,AU ) and (Ω′,A′)
be standard Borel spaces, and G be a group of bimeasurable transformations on
(Ω,A) leaving invariant the statistical experiment (Ω,A,P). Let S : (Ω,A) →
(ΩS,AS) be a surjective, equivariant, stable and sufficient statistic. Let U :
(Ω,A) → (ΩU ,AU ) and US : (ΩS ,AS) → (Ω′,A′) be maximal invariant statistics
for the groups G and GS , resp. Suppose that, for every almost GS-invariant
real statistics, there exists a GS-invariant real statistic which is PS-equivalent to
it. Then, there exists a sufficient statistic SU : (ΩU ,AU) → (Ω′,A′) such that
SU ◦ U = US ◦ S.

If the principle of invariance is understood as a reduction to the σ-field AA

of the almost invariant events, the following theorem of Berk (1972) solves the
problem considered: If B is sufficient and essentially stable, B ∩ AA is sufficient
for AA.

Finally, we consider the special case in which P g = P , for all P ∈ P and
all g ∈ G, i.e., when every g ∈ G is a model preserving transformation. We say
the statistical experiment (Ω,A,P) is strongly invariant. We have the following
result of Farrell (see, for example Ghosh (1988)): If P is dominated by a σ-finite
measure and the transformations in G are model preserving, AA is sufficient.
Moreover, if B is sufficient and essentially stable, B ∩ AA is sufficient.

2. Partial Sufficiency and Almost Invariance

In order to obtain a similar result to the theorem of Berk for partial suffi-
ciency, we make use of the following lemmas.

Lemma 1. If B is a σ-field θ-oriented and essentially stable, B ∩ Aφ
A = B ∩ AA

for every φ ∈ Φ.

Proof. Fix φ ∈ Φ. Let F be the class of the events A ∈ A such that Pθ,φ′(A)
does not depend on φ′ ∈ Φ. By hypothesis B ⊂ F . First, we prove that B ⊂ F .
Indeed, given B ∈ B, N ∈ N , φ′ ∈ Φ and θ ∈ Θ, we have that

Pθ,φ′(B�N) = Pθ,φ′(B) + Pθ,φ′(N) − 2Pθ,φ′(B∩N)

= Pθ,φ′(B) = Pθ,φ(B) = Pθ,φ(B�N),

which proves that B�N ∈ F .
Next, we note that F ∩Nφ = N , as the Pφ-null events of F are P-null and

N ⊂ F .
To finish the proof of the lemma, we take B ∈ B ∩ Aφ

A and g ∈ G. Then,
IB ◦ g ∈ [g−1B]+ ⊂ [B]+, by the essential stability of B. Hence Ng := {IB �=
IB ◦ g} ∈ B ∩ Nφ ⊂ F ∩Nφ = N . This shows that B ∈ AA and gives the proof.

The next lemma is a consequence of Berk’s Theorem.
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Lemma 2. Let B be a specific θ-sufficient and essentially stable σ-field. Suppose
that G leaves invariant every family Pφ, φ ∈ Φ. Then

⋂
θ∈Θ Pθ,φ(A|B ∩ Aφ

A) �= ∅
for all φ ∈ Φ and all A ∈ Aφ

A.

Proof. Given φ ∈ Φ and A ∈ Aφ
A, let

qφA ∈
⋂
θ∈Θ

Pθ,φ(A|B).

Then, for every B ∈ B, N ∈ Nφ, and θ ∈ Θ,

Pθ,φ(A ∩B) =
∫
B�N

qφA dPθ,φ. (2)

Being Pφ invariant under the action of G, for every g ∈ G there exists a bijection
g1 from Θ onto itself, such that P gθ,φ = Pg1(θ,φ), for all θ ∈ Θ. Then, for all φ ∈ Φ,
N ∈ Nφ is stable, because if N ∈ Nφ and g ∈ G,

Pθ,φ(gN) = Pg−1(θ,φ)(N) = Pg−1
1 (θ),φ(N) = 0.

Thus, for all B ∈ B, N ∈ Nφ, g ∈ G and θ ∈ Θ, we have∫
B�N

qφA ◦ g dPθ,φ =
∫
gB�gN

qφA dP
g
θ,φ =

∫
gB�gN

qφA dPg1(θ),φ

(2)
= Pg1(θ),φ(A ∩ gB) = P gθ,φ(A ∩ gB)

= Pθ,φ(g−1(A) ∩B) = Pθ,φ(A ∩B)

= Pθ,φ(A ∩ (B�N)).

We have then proved that∫
D
qφA ◦ g dPθ,φ = Pθ,φ(A∩D),

∫
D
qφA dPθ,φ = Pθ,φ(A∩D), ∀D ∈ Bφ, ∀θ ∈ Θ.

Being qφA ◦ g g−1(B)-measurable and g−1(B) ∼ B, we get that

qφA, q
φ
A ◦ g ∈

⋂
θ∈Θ

Pθ,φ(A|Bφ)

and, so, qφA
φ∼qφA ◦ g, for all g ∈ G. Thus, qφA is φ-almost G-invariant.

Now, we are ready to prove the desired result.

Theorem 3. If G leaves invariant every family Pφ and B is a partially θ-
sufficient and essentially stable σ-field, then B ∩ AA is partially θ-sufficient for
AA.
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Proof. From the previous lemma we get that, for every A ∈ AA and φ ∈ Φ,
∩θ∈ΘPθ,φ(A|B ∩ Aφ

A) �= ∅. By Lemma 1, we have that B ∩ Aφ
A = B ∩ AA, for all

φ ∈ Φ. Hence
⋂
θ∈Θ Pθ,φ(A|B ∩ AA) �= ∅. So, B ∩ AA is specific θ-sufficient for

AA. This finishes the proof, as B ∩ AA also is θ-oriented.

Under the condition A(ii), we can obtain the analogous result for invariance
as an easy consequence of this theorem.

Corollary 4. Let B be a partially θ-sufficient and essentially stable σ-field.
Suppose that G leaves invariant every family Pφ, φ ∈ Φ, and that A(ii) is satisfied.
(i) For all φ ∈ Φ and A ∈ AI , there exists a G-invariant version in⋂

θ∈Θ Pθ,φ(A|B).
(ii) B ∩ AI is partially θ-sufficient for AI .

Proof. We prove part (i): given φ ∈ Φ and A ∈ AI , Lemmas 1 and 2 show that
there exists an AA-measurable common version qφA of Pθ,φ(A|B), where θ ∈ Θ.
Then, by A(ii), there exists a B∩AI-measurable function pφA P-equivalent to qφA.
Thus, this is a G-invariant common version of Pθ,φ(A|B), where θ ∈ Θ. Part (ii)
is an obvious corollary of previous theorem.

The proposition (i) can be easily extended to positive AI -measurable func-
tions, obtaining the next corollary.

Corollary 5. Under the same conditions, for all φ ∈ Φ and ψ ∈ [AI ]+, there
exists an invariant version pφψ ∈ ∩θ∈ΘEθ,φ(ψ|B).

Now we obtain a version of Stein’s Theorem for partial sufficiency.
Theorem 6. Let (Ω,A), (ΩS ,S), (ΩU ,AU ) and (Ω′,A′) be standard Borel
spaces, G a group of bimeasurable transformations leaving invariant the sta-
tistical experiment (Ω,A,P), S : (Ω,A) → (ΩS ,AS) a surjective, equivari-
ant, stable and partially θ-sufficient statistic, and U : (Ω,A) → (ΩU ,AU ) and
US : (ΩS ,AS) → (Ω′,A′) maximal invariant statistics for the groups G and GS ,
resp. Suppose that for every almost GS-invariant real statistics there exists a
GS-invariant equivalent real statistic, and that every family Pφ remains invari-
ant under the action of G. Then, there exists a partially θ-sufficient statistic
SU : (ΩU ,AU ) → (Ω′,A′) such that SU ◦ U = US ◦ S.
Proof. Since (Ω,A) and (ΩU ,AU ) are standard Borel spaces, the G-invariant
statistic US ◦ S is U−1(AU )-measurable. Since (Ω′,A′) is also a standard Borel
space, there exists a statistic SU : (ΩU ,AU ) → (Ω′,A′) such that US ◦S = SU ◦U.
We prove that SU is partially θ-sufficient. On the one hand, SU is θ-oriented

because, given θ ∈ Θ and φ, φ′ ∈ Φ, we have that
(
PUθ,φ

)SU
=
(
PSθ,φ

)US
=(

PSθ,φ′
)US

=
(
PUθ,φ′

)SU
. On the other hand, S being specific θ-sufficient, we have
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that, given φ ∈ Φ and A ∈ AU , there exists pφA : (ΩS ,AS) → [0, 1] such that

Pθ,φ
(
U−1(A) ∩ S−1(B)

)
=
∫
B
pφA dP

S
θ,φ, ∀B ∈ AS, ∀θ ∈ Θ.

Since Pφ is G-invariant, given g ∈ G, there exists a transformation gφ on Θ such
that P gθ,φ = Pgφ(θ),φ for all θ ∈ Θ. Then, for all B ∈ AS and all θ ∈ Θ, we get

∫
B
pφA ◦ gS dPSθ,φ =

∫
gSB

pφA d
(
PSθ,φ

)gS

=
∫
gSB

pφA d
(
P gθ,φ

)S
=
∫
gSB

pφA dP
S
gφ(θ),φ = Pgφ(θ),φ

(
U−1(A) ∩ S−1(gSB)

)
= P gθ,φ

(
U−1(A) ∩ g(S−1(B))

)
= Pθ,φ

(
(U ◦ g)−1(A) ∩ S−1(B)

)
= Pθ,φ

(
U−1(A) ∩ S−1(B)

)
.

Then pφA, p
φ
A ◦ gS ∈ ⋂

θ∈Θ Pθ,φ
(
U−1(A)|S) . Thus {pφA �= pφA ◦ gS} is a PS

φ -
null event. S being θ-oriented, we have that pφA ∼ pφA ◦ gS . This shows that
pφA is almost GS-invariant. By hypothesis, there exists a GS-invariant statistic
fφA : (ΩS ,AS) → [0, 1], PS-equivalent to it. Since (ΩS ,AS) and (Ω′,A′) are
standard Borel spaces, fφA is U−1

S (A′)-measurable. Hence there exists a statistic
hφA : (Ω′,A′) → [0, 1] such that fφA = hφA ◦US . Then, given D ∈ A′ and θ ∈ Θ, we
have that∫

D
hφA dP

SU◦U
θ,φ =

∫
D
hφA dP

US◦S
θ,φ =

∫
U−1

S
(D)

hφA ◦ US dPSθ,φ

=
∫
U−1

S (D)
fφA dP

S
θ,φ = Pθ,φ

(
U−1(A) ∩ S−1(U−1

S (D))
)

= Pθ,φ
(
U−1(A) ∩ U−1(S−1

U (D))
)

= PUθ,φ

(
A ∩ S−1

U (D)
)
.

Thus hφA ∈ ⋂θ∈Θ P
U
θ,φ(A|SU ), and SU is specific θ-sufficient.

Now, we turn our attention to the strongly invariant case. The next theo-
rem is the analogue for partial sufficiency of the theorem of Farrell cited in the
introduction.

Theorem 7. Let (Ω,A,P) be a strongly G-invariant statistical experiment and
suppose that every family Pφ is dominated by a σ-finite measure. If B is a
partially θ-sufficient and essentially stable σ-field, then B ∩ AA is partially θ-
sufficient.
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Proof. Let φ ∈ Φ. By the theorem of Farrell, Aφ
A is sufficient with respect to Pφ.

Moreover, it follows from Lemma 2 that B ∩Aφ
A is sufficient for Aφ

A with respect
to Pφ. Then, by Lemma 1 and the transitivity of sufficiency, B ∩AA is sufficient
with respect to Pφ, i.e., it is specific θ-sufficient. The proof is finished because it
is also θ-oriented.

3. An Application in Testing Hypotheses

The next theorem is an application of these results to testing hypotheses.
It gives sense to the concept of UMP invariant test after a reduction by partial
sufficiency.

Theorem 8. Suppose that every family Pφ, and the problem of testing the hy-
pothesis Θ0 × Φ, remains invariant under the action of the group G. Let S be
a partially θ-sufficient, stable and equivariant statistic onto (ΩS ,AS) such that,
for every almost GS-invariant real statistic, there exists a PS-equivalent and GS-
invariant statistic. Then if ϕ is a UMP GS-invariant level α test to test the null
hypothesis Θ0 in the image experiment, ϕ ◦ S is UMP G-invariant at level α in
the original experiment.

Proof. S being θ-oriented, the family PS does not depend on φ (and so, the
null hypothesis Θ0 × Φ is reduced to Θ0). For every θ ∈ Θ0 and φ ∈ Φ, we have
that EPθ,φ

(ϕ) = EPS
θ
(ϕ ◦ S) ≤ α. Thus ϕ ◦ S is a G-invariant level α test.

By hypothesis, B := S−1(AS) is a partially θ-sufficient and stable σ-field
such that B ∩ AI ∼ B ∩ AA. Let ψ be an invariant level α test in the original
experiment. Then, given φ ∈ Φ, Corollary 4 shows that there exists a G-invariant
test pφψ ∈ ∩θ∈ΘEPθ,φ

(ψ|B). If qφψ is a test in the image experiment such that pφψ =

qφψ ◦S, qφψ is GS -invariant and, for θ ∈ Θ0, EPS
θ
(qφψ) = EPθ,φ

(pφψ) = EPθ,φ
(ψ) ≤ α.

Since ϕ is a UMP invariant at level α, we have that, for every θ /∈ Θ0, EPθ,φ
(ψ) =

EPS
θ
(qφψ) ≤ EPS

θ
(ϕ) = EPθ,φ

(ϕ ◦ S).

4. Examples

To illustrate the previous results, we give three examples. First we give a
useful result.

Throughout this section, we only shall consider statistical experiments of
the form (Ω1 × Ω2,A1 × A2, {Pθ ⊗ Lφ: θ ∈ Θ, φ ∈ Φ}), where, for φ ∈ Φ,
Lφ : (Ω,A1)−→(Ω,A2) is a stochastic kernel (i.e., Lφ : Ω1 × A2 → [0, 1] is a
map such that, for every ω1 ∈ Ω1, Lφ(ω1, ·) is a probability measure on A2 and,
for every A2 ∈ A2, Lφ(·, A2) is an A1-measurable map) and Pθ ⊗Lφ denotes the
unique probability measure on the product σ-field such that (Pθ⊗Lφ)(A1×A2) =∫
A1

Lφ(ω1, A2)dPθ(ω1) for every Ai ∈ Ai, i = 1, 2.
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In the examples below, it is useful to characterize the invariance of every
subfamily Pφ in terms of the stochastic kernels Lφ. In the next, we write G

for the group of all the bimeasurable transformations g on the product space
(Ω1×Ω2,A1×A2) that can be represented as g(ω1, ω2) = (g1(ω1), g2(ω2)), where
g1 and g2 are bimeasurable transformations on (Ω1,A1) and (Ω2,A2), resp. For
such a transformation g and a stochastic kernel Lφ : (Ω,A1)−→(Ω,A2), we
obtain a new stochastic kernel Lg : (Ω,A1)−→(Ω,A2) setting Lg(ω1, A2) :=
L(g−1

1 (ω1), g−1
2 (A2)). Let G be a subgroup of G. The stochastic kernel L is

said to be G-invariant if Lg = L for all g ∈ G. L is said to be weakly almost
G-invariant when, for every g ∈ G and every A2 ∈ A2, there exists a {Pθ: θ ∈ Θ}-
null event Ng,A2 ∈ A1 such that Lg(ω1, A2) = L(ω1, A2) for all ω1 ∈ Ω1\Ng,A2 . If
the null events Ng,A2 can be chosen not depending on A2, L is said to be almost
G-invariant.

In this framework, we have the following result.

Proposition 9. Given φ ∈ Φ, G leaves invariant the family Pφ if, and only if,
the stochastic kernel Lφ is weakly almost G-invariant.

Proof. Let g = (g1, g2) ∈ G and θ ∈ Θ. For A1 ∈ A1 and A2 ∈ A2, we have that

(Pθ ⊗ Lφ)g(A1 ×A2) = (Pθ ⊗ Lφ)
(
g−1
1 (A1) × g−1

2 (A2)
)

=
∫
g−1
1 A1

Lφ
(
ω1, g

−1
2 (A2)

)
dPθ(ω1)

=
∫
A1

Lφ
(
g−1
1 (ω1), g−1

2 (A2)
)
dP g1θ (ω1)

=
∫
A1

Lgφ(ω1, A2) dP
g1
θ .

If Pφ is G-invariant, then (Pθ ⊗ Lφ)g = P g1θ ⊗ Lφ. Hence {Lgφ(·, A2) �=
Lφ(·, A2)} is P g1θ -null, for every θ ∈ Θ, which shows that L is weakly almost
G-invariant.

To prove the converse, note that the hypothesis shows that the probability
measures (Pθ ⊗ Lφ)g and P g1θ ⊗ Lφ coincide on the measurable rectangles, and
Dynkin’s Theorem finishes the proof.

Example 1. Consider the statistical experiment (R2,R2, {Pσ ⊗ Lφ:σ, φ > 0}),
where R2 denotes the Borel σ-field in R

2, Pσ=N(0, σ2) and Lφ(x, ·)=N(0, x2φ2).
Let G := {ga: a > 0}, where g : (x, y) ∈ R

2 �→ ga(x, y) := (ha(x), ha(y)) and
ha : x ∈ R �→ ha(x) := ax. G is a group of transformations that leaves invariant
the experiment above. Given φ > 0, we have that Lga

φ (x,A) = Lφ
(
a−1x, a−1A

)
=[

N
(
0, a−2x2φ2

)]ha (A) = N(0, x2φ2)(A) = Lφ(x, A), and so Lφ is G-invariant.
Then, Pφ remains invariant under the action of G. The first projection S is a
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partially σ-sufficient, stable and equivariant statistic onto R. If C is the unit
circumference in R

2, the statistic U from R
2 onto C ∪ {(0, 0)} defined as

U(x, y) =

{ 1√
x2+y2

(x, y) if (x, y) �= (0, 0)

(0, 0) if (x, y) = (0, 0)

is maximal invariant. Moreover, the statistic US from R onto {−1, 0, 1} defined
as

US(x) =




1 if x > 0
−1 if x < 0

0 if x = 0

is maximal invariant in the image experiment of S. Then, by Theorem 6, the
map SU : C ∪ {(0, 0)} → {−1, 0,+1} defined by

SU(u, v) =




1 if u > 0
−1 if u < 0

0 if u = 0

is partially σ-sufficient in the image experiment of U .

Example 2. Consider the statistical experiment (Rn × R
+,Rn × R+, {Pθ ⊗

Lφ: θ, φ > 0}), where Pθ = Nn(0, θ2
In), In is the indentity matrix of order n,

and Lφ(x, ·) is the probability distribution χ2
1

(‖x‖2
)hφ2 of the statistic hφ2 : x ∈

R
n �→ φ2x with respect to the noncentral chi-squared distribution χ2

1

(‖x‖2
)

with
1 degree of freedom and noncentrality parameter ‖x‖2. Let G := {gΛ: Λ ∈ On},
where On denotes the group of orthogonal transformations on R

n and gΛ(x, y) :=
(Λx, y), for (x, y) ∈ R

n × R
+ and Λ ∈ On. Since the stochastic kernels Lφ are

invariant, G leaves invariant every family Pφ.
The first projection S(x, y) := x is a partially θ-sufficient, equivariant and

stable statistic onto R
n, US : x ∈ R

n �→ ‖x‖2 is a maximal GS-invariant statistic,
and U : (x, y) ∈ R

n × R
+ �→ (‖x‖2

2, y) is a maximal G-invariant statistic. It
follows from Theorem 6 that SU : (u, y) ∈ R

+ ×R
+ �→ u is a partially θ-sufficient

statistic on the image experiment of U .
Since B := S−1(Rn) = Rn × {∅,R+}, it is a partially θ-sufficient and stable

σ-field that satisfies A(ii). We also have that AI = U−1(R+ × R
+). Then, it

follows from Corollary 4 that B ∩ AI is partially θ-sufficient for AI . Moreover,
it can be easily checked that every probability measure Pθ ⊗ Lφ is G-invariant;
Theorem 7 shows that B ∩ AI is a partially θ-sufficient σ-field for the whole
experiment.

Example 3. Consider the statistical experiment(
(R2)n, (R2)n,

{
N2

(
0,

[
θ2 ψ

ψ ξ2

])n
: θ, ξ > 0, ψ ∈ R

})
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corresponding to a size n sample of a bivariate normal distribution with mean
0 and unknown covariance matrix. Setting β = ψ/θ2 and σ2 = ξ2 − ψ2/θ2, the
statistical experiment can be written in the form(

(R2)n, (R2)n,

{
N2

(
0,

[
θ2 βθ2

βθ2 σ2 + β2θ2

])n
: θ, σ > 0, β ∈ R

})
.

We write the points in (R2)n and the identity map on (R2)n, respectively, as

(x, y) =


 x1 y1

...
...

xn yn


 , (X,Y ) =


 X1 Y1

...
...

Xn Yn


 .

We also write X = (X1, . . . ,Xn)t and Y = (Y1, . . . , Yn)t. So the marginal dis-
tribution of X and the conditional distribution of Y given X = x with respect
to

N2

((
0
0

)
,

(
θ2 βθ2

βθ2 σ2 + β2θ2

))n

are Pθ := Nn
(
0, θ2

In
)

and L(β,σ)(x, ·) := Nn
(
βx, σ2

In
)
, respectively. Writing

φ = (β, σ2), the probability measures of the family above can be disintegrated as
Pθ ⊗ Lφ.

Let G := {gΛ : Λ ∈ On}, where On is the group of orthogonal matrices of
order n and gΛ(x, y) := (Λx,Λy), for (x, y) ∈ (R2)n and Λ ∈ On. For x ∈ R

n and
A ∈ Rn, we have that [Lφ(x,A)]gΛ = Lφ

(
Λtx,ΛtA

)
=
[
Nn

(
βΛtx, σ2

In
)]Λ (A) =

Nn
(
βx, σ2

In
)
(A) = Lφ (x,A) . So, G leaves invariant each family Pφ.

The map S which assigns to a n× 2 matrix its first column is a partially θ-
sufficient, equivariant and stable statistic onto R

n. The statistic U which assigns
to the n× 2 matrix (x, y) the symmetric and nonnegative definite matrix

U(x, y) =

(
‖x‖2 x′y
x′y ‖y‖2

)
,

is maximal G-invariant, and US : x �−→ ‖x‖2 is a maximal GS-invariant statistic
on the image experiment of S. The rest of the assumptions of Theorem 6 also
are satisfied. Hence it follows from this theorem that the statistic SU defined by(

U11 U12

U12 U22

)
SU�−→ U11

is partially θ-sufficient.
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