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Abstract: The problem of two-sample survival comparisons has been investigated

by several authors. Pepe and Fleming (1989) introduced a test for right-censored

survival data. Petroni and Wolfe (1994) considered a similar test where the survival

times can only take on a finite number of values. We extend their tests to general

types of interval-censored data and introduce a class of test statistics based on inte-

grated weighted differences between the two estimated survival functions.We derive

the asymptotic distributions of the generalized test statistics, present a bootstrap

test procedure and apply the proposed method to a set of interval-censored data

from a breast cancer study.
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1. Introduction

Interval-censored survival data frequently arise in clinical trials and follow-
up studies such as AIDS and cancer studies (DeGruttola and Lagakos (1989)).
Let T denote the survival time for a subject. Instead of observing the value of
T , we only know that T ∈ (A,B] for some interval (A,B]. The analysis of such
data has attracted a great deal of attention in the literature. For recent advances
and applications, see Petroni and Wolfe (1994), Klein and Moeschberger (1997),
Li, Watkins and Yu (1997), Sun (1998), Sun, Liao and Pagano (1999) and Yu,
Li and Wang (2000).

Three special cases of interval-censored data have been well studied: (a) if
A = 0, we have left-censored survival data; (b) if B =∞, we have right-censored
survival data (Kalbfleisch and Prentice (1980)); (c) if either A = 0 or B = ∞,
the data are usually referred to as current status data. For right censored data,
there exist many nonparametric test procedures in the literature for two-sample
survival comparisons. Common classes of test statistics are weighted log-rank
statistics and weighted Kaplan-Meier statistics (Gill (1980), Pepe and Fleming
(1989)). The first class contains the well-known log-rank test (Kalbfleisch and
Prentice (1980)). These two classes are based on integrated weighted differences
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in estimated hazard functions and in estimated survival functions and are sen-
sitive to stochastically ordered hazard functions and survival functions, respec-
tively. Among others, Sun and Kalbfleisch (1993) and Keiding, Begtrup, Scheike
and Hasibeder (1996) consider statistical methods for current status data.

In this paper, we extend the two-sample tests considered by Pepe and Flem-
ing (1989) and Petroni and Wolfe (1994) to situations where the intervals are not
limited to the special cases listed above. Assume that the survival time of inter-
est is a continuous random variable but only interval-censored continuous data
T ∈ (A,B] can be observed, where there is no restriction on the values of A andB.
We derive a generalized class of test statistics based on integrated weighted dif-
ferences in estimated survival functions to test the hypothesis H0 : S1(t) = S2(t),
where S1(t) and S2(t) denote two survival functions. Pepe and Fleming (1989)
introduced a test procedure for right censored data. We extend their procedure
to general interval censored data. Petroni and Wolfe (1994) and Sun (1996) stud-
ied similar test statistics for the situation where the survival time can only take
a finite number of values.

The remainder of the paper is organized as follows. In Section 2, we describe
the data structure discussed here and introduce some notation and assumptions.
In Section 3, we investigate the properties of the proposed test statistics along
with their use for testing H0. In particular we show that, under H0 and some
mild regularity conditions, the test statistic has an asymptotic normal distribu-
tion. Unlike the case of right-censored data, however, the asymptotic variance is
very complicated and cannot be expressed in closed form. To accommodate this
problem, in addition to giving a consistent estimate of the asymptotic variance,
we also introduce a simple bootstrap procedure to determine the p-value of the
hypothesis H0. In Section 4, we demonstrate the proposed test procedure by ap-
plying it to a set of interval-censored data obtained from a breast cancer study.
We conclude in Section 5 with some discussion.

2. Data, Notation and Assumptions

Let T denote the survival time of interest. Assume that it is not observable
except for knowing that it belongs to an interval. Specifically, suppose that we
observe two random variables U and V with U ≤ V and the indicator variables
∆1 = I(T ≤ U), ∆2 = I(U < T ≤ V ) and ∆3 = 1 − ∆1 − ∆2, where I is the
indicator function. Here U and V can be regarded as two examination times that
bracket the survival time T assuming that each subject is observed at a sequence
of examination times. The variables ∆1, ∆2 and ∆3 indicate whether the survival
event of interest has occurred before U , during the examination interval (U, V ],
or after V , respectively. Throughout this paper, we assume that survival time is
independent of the examination times.
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As in the previous section, assume there exist two populations and let S1 and
S2 denote their survival functions, respectively. Also let F1(t) = 1 − S1(t) and
F2(t) = 1 − S2(t) denote the corresponding cumulative distribution functions.
Suppose that n independent subjects are involved in a survival study and the
observations are {(ui, vi, δ1i, δ2i, δ3i) : i = 1, . . . , n}. Among the n subjects, we
assume that n1 individuals come from the population with survival function S1

and n2 individuals come from the population with survival function S2. Let
H(u, v) denote the joint cumulative distribution function of U and V , and let
H1 and H2 denote the marginal cumulative distribution functions of U and V ,
respectively. Also let h(u, v), h1(u) and h2(v) denote the corresponding density
functions; let S0 and F0 denote the common survival and cumulative distribution
functions of interest under the hypothesis H0 described in the previous section.
Without loss of generality, we assume that the support of the survival functions
of interest is [0,M ]. By using the above notation, we can write the conditional
likelihood function given the ui’s and vi’s as

L(S0(t)) =
n∏

i=1

{1− S0(ui+)}δ1i{S0(ui+)− S0(vi+)}δ2iSδ3i
0 (vi+) (1)

under H0.
For the asymptotic properties of the test statistics Un, we need the following

regularity conditions.
(A) h1 and h2 are continuous with h1(t) + h2(t) > 0 for all t ∈ [0,M ];
(B) h(u, v) is continuous, with uniformly bounded partial derivatives except at

a finite number of points, where left and right partial derivatives exist;
(C) P (V − U < ε0) = 0 for some ε0 with 0 < ε0 < M/2, so h does not have

mass close to the diagonal;
(D) F0 � H1+H2, and for t ∈ (0,M), F0 has a derivative f which is continuous

at t and satisfies f(t) ≥ c for a constant c > 0 independent of t.

3. Nonparametric Test Procedures

Let Ŝ1n1(t) and Ŝ2n2(t) denote the maximum likelihood estimators of S1(t)
and S2(t), respectively. To test the hypothesis H0, we consider the following class
of statistics

Un =
√
n1n2

n

∫ M

0
w(t)[Ŝ1n1(t)− Ŝ2n2(t)]dt,

where w(s) is a weight function and M can be infinity or the longest follow-up
time (it is formally defined below). Note that Un is the integrated weighted
difference in estimated survival functions and it reduces to the two-sample test
statistics given in Pepe and Fleming (1989) if right-censored data are observed.
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If w(t) = 1, Un is the difference between the estimated mean survival times of
the two populations, which is a natural choice as the test statistic for H0.

Let F̂1n1(t) = 1 − Ŝ1n1(t) and F̂2n2(t) = 1 − Ŝ2n2(t). Then ML estimators
Ŝ1n1 and Ŝ2n2 can be obtained using the likelihood function at (1), based on the
observations associated only with S1 and S2, respectively. Turnbull (1976), Gen-
tlemen and Geyer (1994) and Groeneboom (1996), among others, have proposed
algorithms for computing the maximum likelihood estimator for interval-censored
data.

We establish the asymptotic null distribution of Un for testing the hypoth-
esis H0. For this purpose, let Q0(u, v, δ1, δ2) denote the distribution function of
(U, V,∆1,∆2) underH0, and φw,F0 the solution to the Fredholm integral equation

φw,F0(t) = dF0(t)

{
w(t)−

∫ M

0

φw,F0(t)− φw,F0(t
′)

|F0(t)− F0(t′)| h∗(t′, t)dt′
}
, (2)

where dF0(t) = [F0(t){1 − F0(t)}]/[h1(t){1 − F0(t)} + h2(t)F0(t)] and h∗(t′, t) =
h(t′, t) + h(t, t′). Define

θ̃w,F0(u, v, δ1, δ2)

= −δ1φw,F0(u)
F0(u)

− δ2φw,F0(v)− φw,F0(u)
F0(v)− F0(u)

+ (1− δ1 − δ2) φw,F0(v)
1− F0(v)

, (3)

which is the canonical gradient in the Hilbert space T (Q0) defined as an extension
of the tangent space at Q0 (see Groeneboom (1996)). The proof of the following
theorem is given in the Appendix.

Theorem. Assume that regularity conditions (A)−(D) hold and that n1/n→a1,
n2/n→ a2 as n → ∞, where 0 < a1, a2 < 1 and a1 + a2 = 1. Assume that
the weight function w(t) has a bounded derivative on [0,M ]. Then under H0,
as n→ ∞, Un has an asymptotic normal distribution with mean 0 and variance
‖θ̃w,F0‖2 =

∫
θ̃2w,F0

dQ0.

To test the hypothesis H0 using the above theorem, we offer two procedures.
The first one is a simple bootstrap procedure, and the second is to derive a
consistent estimate of the asymptotic variance, ‖θ̃w,F0‖2, of the test statistic Un.

3.1. A bootstrap procedure

The bootstrap test procedure can be described as follows. Let K be the
number of repetitions, U∗ the observed value of the statistics Un based on the
sampled data, and U∗

1 , . . . , U
∗
K values of the statistics Un based on independent

bootstrap samples with replacement. It follows from the theorem that, under
H0 and when n is large, the true bootstrap samples U∗

1 , . . . , U
∗
K follow a normal
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distribution. The p-value of the two-sided test of the hypothesis H0 : S1(t) =
S2(t) can then be calculated as the proportion of U∗

1 , . . . , U
∗
K whose absolute

values are greater than or equal to the absolute value of U∗, the observed test
statistic.

3.2. A procedure based on a consistent estimate of the asymptotic va-
riance

To derive a consistent estimate of the asymptotic variance of Un, let F̂n

denote the maximum likelihood estimator of the common cumulative distribution
function F0 under H0 and 0 < t1 < · · · < tm < M the points at which F̂n has
jumps. Also let zi = F̂n(tj), j = 1, . . . ,m, and let φw,F̂n

denote the solution to

equation (2) after replacing F0 by F̂n. According to Theorem 3.5 of Groeneboom
(1996), φw,F̂n

is absolutely continuous with respect to F̂n and a step function with
jumps at the tj ’s. The empirical distributions of (U, V ), U and V are denoted
by Ĥn, Ĥ1n and Ĥ2n, respectively. Let yj = φw,F̂n

(tj) and define

dj =
zj(1− zj)

∆j(h1)(1 − zj) + ∆j(h2)zj
,

∆j(hr) =
∫ tj+1

tj
hr(t)dt ≈

∫ tj+1

tj
dĤrn(t),

∆jl(h) =
∫ tj+1

u=tj

∫ tl+1

v=tl

h(u, v)dvdu ≈
∫ tj+1

u=tj

∫ tl+1

v=tl

dĤn(u, v),

j, l=1, . . . ,m, r=1, 2. Then it can be shown that the vector y=(y1, . . . , ym)′ is
the unique solution to the following set of linear equations

yj


d−1

j +
∑
l<j

∆lj(h)
zj − zl +

∑
l>j

∆jl(h)
zl − zj


 = ∆j(w) +

∑
l<j

∆lj(h)
zj − zl yl +

∑
l>j

∆jl(h)
zl − zj yl,

for j = 1, . . . ,m. Define

θ̃w,F̂n
(u, v, δ1, δ2) = −δ1

φw,F̂n
(u)

F̂n(u)
− δ2

φw,F̂n
(v)− φw,F̂n

(u)

F̂n(v)− F̂n(u)
+ δ3

φw,F̂n
(v)

1− F̂n(v)
.

Also define

Qn(u, v, δ1, δ2) =
∑
∆Ĥn(ui, vi)F̂ δ1i

n (ui){F̂n(vi)− F̂n(ui)}δ2i{1− F̂n(vi)}1−δ1i−δ2i

for (δ1, δ2) = (0, 0), (0, 1), (1, 0), the empirical estimate of Q0, where the sum-
mation is over {i, ui ≤ u, vi ≤ v, δ1i = δ1, δ2i = δ2}. Then it can be shown
that ‖θ̃w,F̂n

‖2 =
∫
θ̃2
w,F̂n

(u, v, δ1, δ2)dQn(u, v, δ1, δ2) is a consistent estimate of
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‖θ̃w,F0‖2. That is, ‖θ̃w,F̂n
‖2 → ‖θ̃w,F0‖2 as n → ∞ (see the proof in the Ap-

pendix). Hence the hypothesis H0 can be tested using the statistic Un/‖θ̃w,F̂n
‖

based on the standard normal distribution, when n is large.
In the above, it is assumed that the weight function w(t) is given. A natural

and simple choice is w(t) = 1. In this case, as noted earlier,
√
n/n1n2Un is an

estimate of the mean survival difference between the two populations over the
study period. Another common choice is the decreasing function w(t) = 1/(1+t)
or the increasing function w(t) = 1− 1/(1 + t), depending on whether one wants
to emphasize early or later survival differences. More comments and discussions
on the selection of the weight function can be foundin Pepe and Fleming (1989)
and Petroni and Wolfe (1994).

4. An Example

In this section, we apply our nonparametric test procedure to the breast
cancer study described in Finkelstein (1986) and Klein and Moeschberger (1997).
The objective of the study was to compare early breast cancer patients who had
been treated with radiotherapy alone (Population 1, 46 patients) to those treated
with primary radiation therapy and adjuvant chemotherapy (Population 2, 48
patients). The survival time of interest is the time until the appearance of breast
retraction. In this study, interval-censored data were observed due to irregular
observation times of the patients. These are given in Table 1.

Table 1. Observed Intervals for Appearances of Breast Retraction

Radiotherapy Radiotherapy and Chemotherapy
[46, ] [26, 37] [38, ] [5, 11] [18, 25] [9, 12] [1, 5] [31, 34] [17, 20] [14, ]
[7, 10] [47, ] [1, 5] [34, ] [16, ] [1, 22] [6, 8] [14, ] [31, 36] [19, 25]
[1, 7] [27, 40] [19, ] [47, ] [20, 26] [25, 31] [13, 20] [11, 17] [17, 24] [19, 24]
[47, ] [47, ] [25, ] [12, 15] [12, 18] [18, 27] [12, ] [9, 21] [18, 26] [36, ]
[47, ] [28, 34] [37, ] [38, ] [23, ] [18, 23] [34, 40] [5, 9] [17, 60] [33, ]
[8, 16] [37, 44] [6, 12] [39, ] [35, ] [25, 30] [32, ] [12, ] [16, 22] [36, 39]
[18, ] [47, ] [20, 35] [47, ] [6, 12] [17, 24] [14, 39] [15, 19] [24, ] [12, 17]
[8, 14] [37, 48] [18, 25] [37, ] [47, ] [14, ] [20, 32] [5, 8] [22, ] [45, 48]
[38, 44] [38, ] [25, ] [1, 8] [41, ] [12, 13] [35, ] [35, ] [23, 32] [12, 20]
[33, ] [15, 17] [11, 35] [49, ]

To compare the two treatment groups using the proposed method, we cal-
culated the statistic Un and obtained Un = 42.7130 with the estimated standard
deviation ‖θ̃w,F̂n

‖ = 12.4062 for w(t) = 1. This yielded a p-value of 0.0006. By
taking w(t) = 1− 1/(1 + t), we obtained Un = 41.5610 with ‖θ̃w,F̂n

‖ = 11.9093,
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which gives a p-value of 0.0005. The results suggest that the patients treated
with radiotherapy alone had a lower breast retraction rate than those treated
with chemotherapy and radiotherapy together. In other words, the adjuvant
chemotherapy increased the breast retraction rate. Finkelstein (1986) also ana-
lyzed the data set and reported a p-value of 0.004 using the score test derived
under the Cox proportional hazards model. The difference between the p-values
indicates that the difference between the survival functions of the patients with
the two treatments is more significant than their corresponding hazard difference.

To investigate the approximation of the normal distribution to Un under
H0, a simulation study was conducted with the variance of Un estimated using
the sample variance of bootstrap samples. Figure 1 presents quantile plots of
the standardized Un obtained against the standard normal distribution. For the
figure, we have n = 100, 50 in each group, K = 1000, and 1000 replications.
Figure 1 indicates that the approximation is satisfactory. The details of the
simulation study will be reported elsewhere.
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Figure 1. Quantile plot of the standardized test statistic.

5. Concluding Remarks

This paper considers the comparison of two continuous survival functions
when interval-censored survival data are observed. The problem occurs in many
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survival studies such as clinical trials and longitudinal studies in which continuous
observations on study subjects are not possible. To address the problem a class
of test statistics, which are constructed based on integrated weighted survival
difference, is proposed. For implementation a simple bootstrap procedure is
suggested, although a consistent estimate of the asymptotic variance of the test
statistic is derived. It has been our experience that the bootstrap procedure
works well, while the asymptotic variance estimate has a very complex form.
The test statistics are generalizations of the test statistics proposed by Pepe and
Fleming (1989) for right-censored survival data.

It is worth noting that, as that given in Pepe and Fleming (1989), the test
procedure proposed here is sensitive to stochastically ordered survival functions,
often the situation in medical studies. If the difference between the two survival
functions is nonproportional, however, our method may not be powerful enough
to detect the difference. In this case, a different test procedure is preferred.
This has been shown in an extensive simulation study, which will be reported
elsewhere, conducted to study the finite sample properties of the test procedure
and compare it with other test procedures for interval-censored data. The study
suggests that the present method works well for stochastically ordered survival
functions. In the simulation study, we considered the sample sizes of 100 or larger
and in all situations, the normal approximation seems satisfactory. In terms of
the number of bootstrap samples, it seems that K = 1000 works well and that
larger values of K bring no significant differences.

Our focus has been on continuous survival time. If the time points at which
the survival event can occur are finite, the method given in Petroni and Wolfe
(1994) can be used. Then, unlike the continuous survival time considered here,
the asymptotic variance of the test statistic Un has a closed form and a simple
consistent estimate of the asymptotic variance can be easily derived. If the
hazard functions, instead of survival functions, are ordered and observed data
are discrete interval-censored data, the test procedure presented in Sun (1996)
can be used.
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Appendix. Proof of the theorem

Let F0(t), Q0, w(t), h1, h2, h∗(t′, t), θ̃w,F0, ‖θ̃w,F0‖2, F̂n, Qn, θ̃w,F̂n
, and

t1 < · · · < tm be defined as in the previous sections. To prove the theorem, it is
sufficient to prove that

√
n

∫ M

0
w(t)[F̂n(t)− F0(t)]dt

D→ N(0, ‖θ̃w,F0‖2). (A.1)

First note that the left side of the above equation can be rewritten as

√
n

∫ M

0
w(t)[F̂n(t)− F0(t)]dt =

√
n

∫
θ̃w,F̂n

dQ0. (A.2)

Define φw,F̂n
(t) as the right-continuous solution to the equation

φw,F̂n
(t) = dF̂n

(t)

{
w(t)−

∫ M

0

φw,F̂n
(t)− φw,F̂n

(t′)

|F̂n(t)− F̂n(t′)|
h∗(t′, t)dt′

}
,

which is unique when n is large according to Corollary 4.2 of Groeneboom (1996),
where

dF̂n
(t) =

F̂n(t)[1− F̂n(t)]
h1(t)[1 − F̂n(t)] + h2(t)F̂n(t)

.

Also define φ̄w,F̂n
(t) as

φ̄w,F̂n
(t) =



φw,F̂n

(0), t ∈ [0, t1)
φw,F̂n

(ti) , t ∈ [ti, ti+1) 1 ≤ i < m
φw,F̂n

(ti+1) , t ∈ [ti+1,M),

and let θ̄w,F̂n
(u, v, δ1, δ2) be given by (3) with F0 and φw,F0 replaced by F̂n and

φ̄w,F̂n
, respectively. Then we have

∫
θ̄w,F̂n

dQn = 0. (A.3)

Also, following the proof of Lemma 2.2 of Geskus and Groeneboom (1997), it
can be shown that∣∣∣∣

∫ {
θ̄w,F̂n

− θ̃w,F̂n

}
dQ0

∣∣∣∣ ≤ C {
‖F̂n − F0‖2

H1
+ ‖F̂n − F0‖2

H2

}
= Op(n−2/3) ,

(A.4)
where C is a constant.

It thus follows from (A.2), (A.3) and (A.4) that

√
n

∫ M

0
w(t)[F̂n(t)− F0(t)]dt = −√

n

∫
θ̄w,F̂n

d(Qn −Q0) +Op(n−1/6). (A.5)
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Note that we can rewrite the first term of the right hand of the above equation
as
√
n

∫
θ̄w,F̂n

d(Qn−Q0)=
√
n

∫
θ̃w,F0d(Qn−Q0)+

√
n

∫ (
θ̄w,F̂n

−θ̃w,F0

)
d(Qn−Q0).

(A.6)
The first term of the right hand of (A.6) converges in distribution to a normal
variable. According to Lemma 6.4 of Geskus and Groeneboom (1999), the second
term of the right hand of (A.6) converges to zero in probability as n→ ∞. This
together with equation (A.5) proves (A.1) and thus completes the proof.
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