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LIMIT THEOREMS FOR THE INFINITE-DEGREE U-PROCESS

Charles Heilig and Deborah Nolan
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Abstract: In this paper, we provide uniform limit theory for a U-statistic of increas-
ing degree, also called an infinite-degree U-statistic. The stochastic process based
on collections of U-statistics is referred to as a U-process, and if the U-statistic
is infinite-degree, we have an infinite-degree U-process. Frees (1986) proposed a
nonparametric renewal estimator which is an infinite-degree U-statistic. In a later
paper, Frees (1989) provided conditions for the pointwise asymptotic theory for
the infinite-degree U-statistic. To extend the pointwise results to limit theory for
the infinite-degree U-process that holds uniformly over the index set, we build on
existing results for U-processes of fixed degree. In particular we extend the sym-
metrization techniques of Nolan and Pollard (1987) and the moment inequalities
of Sherman (1994) to obtain uniform weak laws of large numbers and functional
central limit theory for the infinite-degree U-process.

Key words and phrases: Empirical process, functional central limit theory, U-
statistic, uniform weak law of large numbers.

1. Introduction

The theory of U-statistics parallels the theory for sums of independent ran-
dom variables (see Lee (1990)). In particular, Nolan and Pollard (1987) extended
the analogy between U-statistics and sums of i.i.d. random variables by adapt-
ing empirical process theory to collections of U-statistics of degree 2 to obtain
uniform limit theorems. Arcones and Giné (1993) and Sherman (1994) further
extended these results to U-statistics of arbitrary fixed degree. In this paper,
we provide uniform limit theory for U-statistics of increasing degree—infinite-
degree U-statistics. To explain, consider a sequence of i.i.d. random variables,
Xi,...,Xp, with distribution P, and a sequence of functions {g,, }, where each
Jgm is a real-valued kernel function of degree m with m < n, m — oo. Define
the infinite-degree U-statistic (IDUS), Uy m(gm) = %ng(Xm, ey X)),
where the summation is over all subsets of m distinct indices from 1,...,n. The
stochastic process based on collections of U-statistics is called the U-process, and
if the U-statistic is infinite-degree, we call the process an infinite-degree U-process
(IDUP). That is, an IDUP is a collection of infinite-degree U-statistics indexed
by a sequence of kernel classes: G,,.
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Frees (1989) considered U-statistics based on kernel functions of infinite-
degree. His proposal for a nonparametric renewal estimator is an example of
an IDUS (Frees (1986)). Other examples include the Nelson-Aalen cumulative
hazard function under right censoring, the Kaplan-Meier survival estimator, mul-
tivariate renewal functions, and statistics based on the m out of n bootstrap.
These examples are considered in Heilig (1997) and Heilig and Nolan (1998).
Here we restrict ourselves to Frees’ univariate nonparametric renewal estimator
as an example of how to apply IDUP theory.

Consider the renewal function N(t) = 14 3.2°, P¥l(—o0, ], where Pl de-
notes the k-fold convolution of P. Frees (1986) introduced a nonparametric
renewal estimator which puts minimal assumptions on P. For each k, k < m,
estimate P by Un ii(frt), where fi i (x1,...,25) = {x1+--- + 2 < t}. (Note
that fi; is an indicator function, and we use the set itself to represent the indi-
cator of the set.) Frees’ nonparametric renewal estimator is the sum of these U-
statistics, Nm(t) =1+>7, Un,lg(fk,t) = 14U m(gm,t), where gm ¢ (21, ..., ) =
ey frt(x1, ..., x). Thatis, Ny, is itself a U-statistic of degree m with a kernel
function that is the sum of m kernel functions. The degree m may be as large as
n, or it may grow at a slower rate to aid in the trade-off between estimator per-
formance and computational complexity. As m grows, Nm(t) may be regarded
as a U-statistic of increasing or infinite degree, and Nm() is an infinite-degree
U-process with index set G, = {gm,+}. (Frees used the term “infinite-order” to
describe this U-statistic, but we prefer the term “infinite-degree” in keeping with
Hoeffding’s original use of the term “degree.”)

Frees (1989) provides conditions for the pointwise asymptotic theory for the
IDUS. To extend the pointwise results to limit theory for the IDUP that holds
uniformly over ¢, we build on existing results for U-processes of fixed degree in
Nolan and Pollard (1987), Arcones and Giné (1993), and Sherman (1994). In
particular we extend the symmetrization techniques of Nolan and Pollard and
the moment inequalities of Sherman to obtain our results. Our results say for
example, that if, for each m, the collection of kernel functions is bounded by
K,, and has certain entropy properties, then provided K,,m/n'/? = o(1) the
uniform weak law of large numbers holds. More general statements of these
uniform results appear in the next section. In Section 3, we revisit the renewal
example to show how these results can be applied, and the proof of the main
result appears in Section 4.

2. Results

We assume the IDUS is a sequence of U-statistics of increasing degree, where
the limit of the expectations of the kernels converges to some parameter of in-
terest. We use linear functional notation to write this expectation of g¢,, as
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P"(gm) = [ gm(z1,...,2m)dP(x1) - dP(zy). In our example, the kernel g,
is constructed from a sum of m kernels, g, (z1,...,2n) = fi(z1) + fo(z1,22) +
oo+ (1, ... ). We call f the subkernel and g the grand kernel.

2.1. Hoeffding decomposition

The Hoeffding decomposition for a U-statistic (Hoeffding (1948), Serfling
(1980)) is a useful technique for obtaining asymptotic results. We present it here
for the IDUS. It is necessary for the kernel to be symmetric in its arguments in
order to apply the decomposition. If g,, is not symmetric, create a symmetric
kernel as follows: hu,(21,...,Zm) = > gm(Trys- .-, Tr,,)/m!. The IDUS can be
written in terms of either of these kernels Uy, v, (hy) = Upm(gm). Throughout
this paper, f denotes a subkernel, g denotes a general, possibly grand, kernel,
and h a symmetric kernel.

The Hoeffding decomposition of a symmetric U-statistic is then

i=0
where the projected kernels h,,;) are built up from conditioned kernels:

7

hm(i) (T1,...,2) = Z(_l)i_k Z hm|k:(x771’ cee 7x”k)7 (2)

k=0 (i,k)

hnji(1, - ok) = [ h (21, 2)dP(Tpy1) - - - dP(2), and
(1,k) = {(7T1,...,7Tk) e{l,....itkim; < m, forj< l}.

Typically, the first-order projection of the U-statistic, mUp 10y (1), is the
driving term behind its central limit theory. For the infinite-degree U-statistic,
this term carries somewhat more delicate properties because of its dependence on
m. By construction, the first-order term is an average of centered i.i.d. random

variables:
n

S By (X2) = P™ ()| (3)

1
mUn,l(hm(l)) = n
i=1

2.2. Euclidean case

Empirical process theory exploits the topological properties of index sets in
order to effect various approximations. Suppose the index set G is equipped with
pseudometric d. For each € > 0, the covering number N(e,d,G) is the smallest
N for which there exist points g1, ..., gy such that min;<x d(g, g;) < € for every
geqg.
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Conditions for uniform convergence can often be stated in terms of the rate
at which N(e,d,G) grows. While covering numbers may be difficult to discern
exactly, many function classes have properties which allow their entropies to be
bounded. One such property is called Euclidean (Nolan and Pollard (1987)).
The class G is Euclidean(A, V) for the envelope G if there exist constants A
and V such that for all € € (0,1] and all measures @, N(e,dg.c,G) < A7V,

where dg,¢(9,9) = [Q(lg — g’|2)/Q(G2)]1/2. (Note that we take V' > 1 in all our
applications.) Knowing that a class of functions is Euclidean aids immensely in
establishing rates of uniform convergence.

We present a uniform weak law of large numbers and functional central limit
theorem for the IDUP, where the collections of functions G,, are Euclidean. Then
follows a more general result.

Theorem 1. Suppose the class Gy, is FEuclidean(A,V,,) for the envelope G,.
Also suppose, Gy, is bounded by K,,, and limsup P™(G2)) < .
(i) If KpmVii/? = o(n'/?) and mVa/? = o(n'/?), then supg, |Upn.m(g9) —P™(g)|

£o.

(ii) If K,ym?Vy, = o(n'/?) and mV/? = o(n'/?), then supg, /1 |Unm(g) — P™
(9) — mUml(hm(l))’ L0, where hun(1) is the first order Hoeffding projection
(3)-

The proof appears in the Appendix.

2.3. General case

To present a more general result, we first introduce a pseudometric based on
double samples. Let Xq,...,X,, X/,...,X,, be two independent i.i.d. samples
from the distribution P. Also, let W; = X; and Wy,q; = X/, i = 1,...,n. For
0 < j <m —1, define the pseudometric

~\271/2
i) = | 2zl Ts) (4)
VANRVERRY) UQn,j (HJQ) 3
where Uy, ; is a U-statistic based on W7y, ..., Ws, and h; is a symmetric kernel of

degree j. Note that the pseudometric depends on n; we suppress the dependence
in our notation for simplicity.
For a sequence of positive integers {7}, let

0(j) = Vi1 (16r; — 8 *n 771 (T)
1/4

~—

XIF’[ <U2n,j (an(j)» 2 Nz, djaHm(j))I/ZTjdx} ' 5

0



LIMIT THEOREMS FOR THE INFINITE-DEGREE U-PROCESS 293

Theorem 2. Suppose the class H,, has P™-square integrable envelope H,,, and
lim sup Pm(an) < 0o. Also suppose the classes Hon(jy are totally bounded under
pseudometric dj for each j,m, and m < n/3.
(i) If ¢(1) + - + ¢(m) = o(1), then supy,  |Upm(h) — P™(h)| £o.
(il) If #(2) +- -+ ¢(m) = o(n~Y2), then supy, /1 |Unm(h) — P™(h) — mUy, 1
(hanry)| 5 0.

The proof appears in Section 4.

2.4. FCLT for the Hoeffding projection

Below is a functional central limit theorem for the first-order projection of
an IDUP in the case when g represents a grand kernel comprised of symmetric
subkernels. In this case, it can be shown that mh,,)(z) = > j {fm( ) — ijj} ,
and therefore mUy, 1(hpm1y) = (P — P)(Fn), Where Fo(z)=>jfip(x). Tt is
assumed that the subkernels have a common index, say 7.

Theorem 3. Suppose the following conditions hold:
(i) For each s,t €T,

Tim S0 SRR [fn(Xass) = Phipn(ss)| [fn(Xa3t) = P ()] | < oo.
j=1k=1

(ii) The class {F,,} is Buclidean(A, V) for the envelope Fy,, all m.

(iii) limsup,, P(Fy,(X)?) < oo.

(iv) limsup,, P(E,(X)?*{F,, > en'/?}) =0 for each > 0.

(v) For pp(s,t) = 7Ly Yy jkP fj|1(X1;S)—fj|1(X1;t)] {fku(Xl;S)—fku
(X1;t)], the limit p(s,t) = lim, o pn(s,t) is well-defined, and for all de-
terministic sequences {sp} and {t,}, if p(sn,tn) — 0, then pp(sn,t,) — 0.

Then n'/?(P,—P)(F,,) converges in distribution to a mean-zero Gaussian process

which is uniformly p-continuous with variance/covariance kernel,

m m

o(s,t) = lim > 37 GkP | fin(X1:8) = Phin(s9)] [fn(Xust) = P (50)]

] 1k=1
To prove this result, invoke Theorem 10.6 of Pollard (1990).

2.5. Discussion

We have presented two sets of conditions for proving uniform weak laws
of large numbers for infinite-degree U-processes. The main difference between
the conditions relates to the properties of the kernel classes. Theorem 1 is a
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special case of Theorem 2 when G, is Euclidean. According to Theorem 1, if
Grm is Euclidean(A,V) for a constant envelope then if m = o(n'/?) a uniform law
of large numbers follows, and if m = o(n'/*) a uniform central limit theorem
follows.

The constraints on the rate at which m may grow are due to the Hoeffding
decomposition. In the more general case of Theorem 2 these constraints appear
as restrictions on the sum of the ¢(j) in (5). When m is fixed, we recover results
comparable to those of Sherman (1994). These results are not as strong as those
of Arcones and Giné (1993) for the finite case because they employ moment in-
equalities rather than exponential inequalities. We are unable to extend Arcones
and Giné’s results to the infinite degree case because they rely on a symmetriza-
tion inequality of de la Pena’s (1992) which incurs upper bounds that grow with
m much too quickly.

Several classes of statistics share commonalities with infinite-degree U-sta-
tistics. We mention a few, including infinite-degree V-statistics, partial-sum U-
processes, symmetric statistics and elementary symmetric polynomials. Blom
(1976) introduced the incomplete U-statistic, which is an average over a subset
of all (n); k-tuples. While these statistics are still unbiased, they are no longer
minimum-variance unbiased. Nonetheless, for some subsets of k-tuples, the loss
in efficiency may be minimized and may even vanish asymptotically. Frees (1989)
considers a random subsampling scheme for an incomplete IDUS. Recently, Shieh
(1994) defines infinite-degree V-statistics by analogy with the IDUS. While V-
statistics are not generally unbiased, they may enjoy more efficient computation
algorithms than U-statistics. Politis and Romano (1994) and Bickel, Gétze and
van Zwet (1997) consider statistics based on resampling procedures. Among
the procedures summarized in Bickel, Gotze and van Zwet (1997), the m out
of n bootstrap is an infinite-degree V-statistic and the n choose m bootstrap is
an infinite-degree U-statistic. Griibel and Pitts (1993) and Harel, O’Cinneide
and Schneider (1995) study an infinite-degree V-process estimator of the renewal
function; see the next section for more details. Kohatsu-Higa (1991) defines
the partial-sum U-process, and obtains results related to those of Dynkin and
Mandelbaum (1983) for symmetric statistics. Heilig (1997) lists several further
references regarding symmetric statistics, including weak convergence, invariance
principles, and Berry-Esseen bounds.

Regarding measurability, in our applications suprema can be taken over a
countable class of events. However, the contributing theory can be generalized
to uncountable classes. For a discussion of these measurability issues, we refer
to Chapter 10 in Dudley (1984) and Appendix C in Pollard (1984).
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3. Example

Recall from the Introduction that Frees proposed Nm(t), a U-statistic of
degree m, as an estimator for the renewal function. This U-statistic arose as
a sum of U-statistics with kernels of degree £k = 1,...,m, and although each
of the subkernels fp; = {z1 + -+ + 23 < t} is symmetric, the grand kernel
Gmt = D peq [kt is not symmetric. Also, although the renewal estimator is biased
for each m, its expectation converges to the renewal function N, as m — oo.

Lemma 4. Let P be a probability measure with positive mean, and let T be a finite
constant. Then for any m <n such that m — 00, sup¢q ;] ’Nm(t) = N(t)’ <.

Lemma 5. Suppose X is a random variable with probability measure P. Assume
that P has positive mean, finite variance, and that for somen > 0, [[X “ptndp <
0. Let 7 be a finite constant. Then for any m > nY(+20)  the process nl/Q(Nm—
N) obeys a functional central limit theorem over [0, 7|, where the finite dimen-
sional distributions are Gaussian with variance/covariance matriz determined by

S25% ik [PLPU=1(s — X)PIE=1(¢ — X)) — PUl(s) PII (1),
The proofs are found in the Appendix.

Comments. In contrast to our approach, Griibel and Pitts (1993) study the
infinite-degree V-process. Their estimator is the nonparametric maximum likeli-
hood estimator for this model. They define a class of metrics that enable them
to get uniform convergence and a limiting Gaussian process over the entire real
line, using linearization and the continuous mapping theorem. They assume
that, n > 0, P|X |2+77 < oo for the uniform strong law of large numbers, and
P|X|*™ < oo for the functional central limit theorem. Harel, O’Cinneide and
Schneider (1995) study the same estimator, restricted to non-negative random
variables. Schneider, Lin and O’Cinneide (1990) perform computational com-
parisons of the two estimators applied to non-negative random variables. They
find that the IDUP has a smaller mean squared error, but the infinite degree
V-process is computationally less burdensome. Griibel and Pitts (1993) suggest
that Frees’ estimator may be more suitable when the sample size is small, one is
interested in relatively small values of ¢, or the renewal times are positive.

4. Proof of the General Case

We present first two inequalities that are required for the proof of Theorem 2.
The moment inequality is found in Bonami (1970), and the chaining inequality,
adapted from Pisier (1983), can be found in Nolan and Pollard (1987).

Lemma 6. (Moment inequality) For every integer s > 1, we have

IF’[ Z O-Trl..-O'ﬂku(ﬂ']_,...,ﬂ'k)]ZsS(28—1)ks|: Z u(ﬂl,...,ﬂk)Q]s.

r€(n,k) me(n,k)
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Lemma 7. (Chaining inequality) Let ¥ be a convex, strictly increasing function
on [0, co) with 0 < ¥(0) < 1. Let p be a positive integer. Suppose the set T is
endowed with pseudometric d, and the stochastic process {Z(t) : t € T} satisfies
the following conditions.

(i) If d(s,t) =0, then Z(s) = Z(t) almost surely.
(i) If d(s,t) >0, then P[¥(|Z(s) — Z(t)|P/d(s,t)P)] < 1.
(iii) There exists a point to in T for which é=supp d(t,ty) < oo.
(iv) The sample paths of Z are continuous.
Then

}1/]0 dx,

1/ 5/4
poup ()~ 2P| <8 [ [0 (VG d 1)

where N(x,d,T) is the covering number defined in the previous section.

To prove our results, we make use of the Hoeffding decomposition (1). We
extend Sherman’s maximal inequality to degenerate U-processes whose degree
may be arbitrarily large by paying close attention to all constants that depend
on the kernel. We introduce products of j sign variables for a degenerate kernel
of degree j, and we obtain our maximal inequality via chaining and moment
inequalities applied to each component of the Hoeffding decomposition.

Proof of Theorem 2. To begin, consider a class of kernels H, degenerate and of
degree j. For an integer b= 0,...,2/ — 1, let (by, ... ,b;) be its binary expansion,
and for each h € H, define for 7 € (n);,

291
hO(X”’X;') = Z (—1)Zbih[b1Xﬂ-l + (1 — bl)X;rl’ ce ,ijﬂ-j + (1 — bj)X;r]]
b=0

Since h is degenerate, we have P[h°(Xy, X)) X1,...,Xn] = h( Xy, ..., Xx;)
Use this fact and Jensen’s inequality (applied conditionally) to obtain the upper
bound, for p > 1,

=) — .

B — > (X, X0)[P,

P(sup |Up,;h|?) < Plsup |
" H me(n);

where (n),, = {(m1,...,mm) € {1,...,n}™ :m; # my, for j # k}. It also follows
that P[supy |Un,j(h)[?] < Plsupy ’U&j(h)‘p], where Up (k) = (n — j)!/n! 3 or,
-0 h°(Xq, X% ). This inequality allows us to consider the completely sign-
symmetrized process Uﬁ,j in place of the original degenerate process U, ;.

We now extend Sherman’s maximal inequality (1994, Section 3) to infinite-
degree U-processes.
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Theorem 8. (Maximal inequality) Let H be a class of degenerate functions {h}
of j arguments with envelope H. Assume PIH? < co. Let p and r be positive

integers, and let T'j = [64;!(16pr — 8)j]p/2, Tn,j = [Ugn,j(HQ)]l/Q, and

On,j = Sup {Uzn,j(hQ)] /4 [Uzny(Hg)] 2

Then
O

P[sup ‘nj/QUn,j(h)‘p] < FjP[Tn,j 7 N(l‘,dj,H)l/ngdl‘}p.

H 0
Proof. We apply the chaining inequality (Lemma 7) to a normalized version
of the sign-symmetrized U-process Uy, ;. In Lemma 7, let the stochastic process
Z(t) be nj/zUS’j(h)/Tn,j; let the pseudometric be dj(h,h') defined in (4); and let
the convex function ¥(z) be x2" /4. The factor v will be chosen to satisfy the

second condition of the chaining lemma, which we establish now. Condition on
the double sample W to find the bound

n]/2U° (h n) ]2}77’
1/2

|Usnj (b= 1’| /
< 4jprpw[ Z Ony o O,
~e(m); | Cietom, (b= W) (Wi W)

[ ere( )j (ho hlo)(XTra X;—)Q }P"’
ElE(?n)j (h —n )(Wi17 cees Wz‘j)Q

IPW{

(h° = 1) (Xr, X1)
}1/2]

< 4Ivr [j!l”"(zpr - 1)jf”"}zp>w

< [j!(16pr — 8)/1".

The first inequality follows from: n?/2(n — 5)!\/(2n)!/[n!\/(2n — j)! < 27,
for j < n/3. The middle inequality is due to Bonami’s inequality (Lemma 6).
The final inequality follows from the Cauchy-Schwarz inequality, which implies
SR, X)) < 2 h(Wiy,..., Wy;)?. Letting v = [j!(16pr — 8)7]"", the
second condition of the chaining lemma is met. Take ty to be the zero function
to verify the third condition. For the continuity condition, we have

[2 (2n); Unns(h — 1) } vz _ 27d;(hy b )T ;.
(n);

This inequality also gives us the first condition. With U~1(y) = (yy)'/?", the
chaining lemma gives

‘hh’

Py (sup ‘nj/ZUnoyjh/Tn,j)p) < [8 /én’j [’yN(x,dj,H)} e dx}p.
H 0
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Multiply through by |7, |7, and take expectations to get the desired result.

The maximal inequality is the centerpiece of both the uniform weak law of
large numbers and the functional central limit theorem. Apply this inequality
to terms of the Hoeffding decomposition of the infinite-degree U-process, each
of which is a completely degenerate U-process. To begin, consider a sequence of
kernel classes H,, of an infinite-degree U-process, with associated envelopes H,,
where P"H,, < oco. For j =1,...,m, let r; be a sequence of integers, and H,, ;)
be the function classes associated with the kernel projections, each with envelope
H,,;)- Recall that each of the projected kernels is a sum of conditioned kernels
(2). If each conditioned kernel is bounded by some function, say |hm| k] < H ik
(a convenient abuse of the conditioning notation), then for every h € H,

J
def
)hm(j)(xl,...,xj)) < Hm(j)(:cl,...,xj) = E E Hm|k(xm,...,x7rk).
k=0 e (j,k)

Then, by Theorem 8, bound the jth Hoeffding projection

m .

IP’[ sup )( .>Un,j(hm(j))u < 8¢(4), (6)
Mgy \J

where ¢(j) is defined in (5). Note the upper limit of 1/4 for the integral is valid,

since 9, ; < 1/4. Sum (6) over j, and the conditions in (i) and (ii) imply the

result.
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Appendix

For the proofs of Lemmas 4 and 5 we first need to establish the following
result.

Lemma 9. Suppose G, is Euclidean(An,, Vi) for the envelope Gy,. Then the
following hold
(1) Hm is Euclidean (Am, Vi) for the envelope Hp, = 3 Gp(Trys .. T, ) /M
(ii) If G is bounded above by a constant, say K,, then H,,; is Euclidean
(Am, Vin) for the envelope Hy,; = Ky,.
(iii) If Gy, is bounded al?ove by Ky, then Hy,(jy is Euclidean (A, 2Vy) for the
envelope Hy, iy = 20 K.
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Proof. By the Euclidean property of G, for any g € G there exists a g* in the
approximating class such that for all Q, [|g — ¢*|?dQ < &% [G?dQ. Then for
h =5 g(xn,...,xq,)/m!, approximate it by h* = > ¢*(xr,,..., 27, )/ml. It
follows from Jensen’s inequality that

/|h Bl dQ<s/ S Glms st )2dQ(x1, ., ) .

TE(M)m

Result (i) is established. Statement (ii) follows from Corollary 21 of Nolan and
Pollard (1987), which states that for F, a uniformly bounded Euclidean class of
functions on X' x X, the class of functions {[ f(z,y)dQ(z) : f € F} is Euclidean
for the same constants and envelope.

Statement (iii) follows from splitting Hon(j) into two parts, one for the pos-
itive sums and one for the negative sums, i.e., according as the exponent of
(—1)77* is even or not. Each of these collections of functions is Euclidean
(A, Vin) for the envelope 20~V K,,. Corollary 17 of Nolan and Pollard (1987)
says that if F is Euclidean (A1, V1) for the envelope F' and if G is Euclidean(As, V3)
for the envelope G, then F+G ={f+g: f € F,g € G} is Euclidean(4; A3, V1 +
Va) for the envelope F + G.

Proof of Lemma 4. A symmetric version of the renewal estimator is: 1 +
Unm(hmt), where hp, ¢(21,...,2m) = Eﬂe(m)m Gmt(Zry, ..., xx,)/m!l. Consider
the entropy property of this index class. Define the graph I'(f) for a real-valued
function f on S¥: T'(f) = {(x,9) € S¥ xR: 0 <y < f(x) or f(x) <y < 0}. The
entropy of the index classes relies on one important property of the graphs of the
subkernels: if s < ¢ then I'(fy ) C I'(fx,). This property implies that {f;} is
Euclidean(A, 2) for the envelope 1 and some constant A. The entropy of {fj+} is
determined by the ordering property alone. Since this ordering property carries
over to the graphs of g € G,,, they too are Euclidean(A,2) for the constant
envelope m. Results such as these can be found in Dudley (1985, p.496 and
Example 5.4, p.506). It then follows from Lemma 9 that H,, is Euclidean(A,2)
for the envelope m, and that H,,; is Euclidean (A4, 4) for the envelope 2im

Next prepare to apply Theorem 1. Replace N by ]P’(Nm) This is possible
because the condition that m — oo implies

sup

P[N,, ’ = P[k (—o0, 7] — 0.
te(0,7] k>m

Next we need only consider m < m*, where m* = logn/4. For if m > m*,

B[ sup [Non(t) = Nowe ()] = > P[Unslfir)
t€[0,7] k=m*+1

Z P[k oo7'—>0
k=m*+1
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Now apply Theorem 1 to the IDUP Ny, (t) —P[Ny (1)), i-e. U (gimt) = P™ (Gmit)-
The IDUP is indexed by the grand kernel G,,, which has been shown to be
Euclidean(A,2) for the envelope m. The conditions of the theorem are easily
met.

Proof of Lemma 5. As in the proof of Lemma 4, we replace N by P(Nm)
To make this replacement, we use the following result (Gut (1974, Theorem
2.1)): for r > 2, P[X~]" < oo implies 3 k" 2Pll(t) < oo . Therefore, for
m > m* = nl/2r=4),

nl/2 Sup Z p[kz Z kr—QP[k](T) 0,
t[0,7] | k>m k>m+1
n?P[ sup | Ny, (t) — Nype (t)’] a2 Y P -

te[0,7] k=m*+1

Now we can work with the IDUP Ny, (t) — P[Nyy, (1)] = Unn(gm.t) — P™(gm.t), for
m < m*. Theorem 1 holds, for m = o(n'/6). When r > 5, this constraint on m*
is satisfied.

Finally, for the functional central limit theorem, apply Theorem 3 to the
first-order projection n'/?(P, — P)Fy,, where Fy, (z) = Y jPU~U(—o00,t — ].
Use the following bound to verify the first and fifth conditions of the Theorem,

Z]kIF’ [P[J Y=o, s — X1 PF (=00, t — X1] — P[j](—oo,s]P[k](—oo,t]}

In addition let F, ; be the envelope for {F,+}. Since {f+} is Euclidean(A, 1)
for envelope 1, the collection {Fp, ¢} is Euclidean(4,1) and P™(F? ) < oc. All
the conditions of Theorem 3 are met. The result now follows.

Proof of Theorem 1. The proof follows directly from Theorem 2. Consider
¢(j) in (5). Take r; = V,, + 1 and bound the integral in (5) by a constant.
Also, from Lemma 9 we have a bound of 2/ K,, on H,,(jy- Put these two bounds
together to find, j =1,...,m,

¢(j) < CKpyn™/? ( ;

”?) ()1/232172(2V,, + 1)0/2) = y(j).
Note that for j =2,...,m

$(j) = (i — V322V 1 ]121)
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. 12m~/V,,
< - 1)W

< P(1)(12m\/ Vi, /01 /2)I 71,

Therefore, for some constant C, ¢(1) + --- + ¢(m) < CKpymVi/*n=1/2 and
#(2) + -+ ¢(m) < CK,ym?V,,n~. The results now follow from the conditions
imposed on m, K,,, and V,,.
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