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\textbf{Proof of Theorem 2.1.} We only prove the theorem for the AWLS estimator (2.4). For (2.3), the proof is similar and thus is omitted here. It can be easily verified that

$$\hat{\theta} = \sum_{k=1}^{m} \tilde{w}_k \hat{\theta}_{\tau_k},$$

$$\sum_{k=1}^{m} \left( w_k - \bar{\xi} \frac{w_k (\xi(\tau_k) - \bar{\xi})}{\sum_{k=1}^{m} w_k (\xi(\tau_k) - \bar{\xi})^2} \right) \theta = \theta,$$

$$\sum_{k=1}^{m} \left( w_k - \bar{\xi} \frac{w_k (\xi(\tau_k) - \bar{\xi})}{\sum_{k=1}^{m} w_k (\xi(\tau_k) - \bar{\xi})^2} \right) \xi(\tau_k) = 0.$$

Then

$$\tilde{\theta} = \sum_{k=1}^{m} \left( w_k - \bar{\xi} \frac{w_k (\xi(\tau_k) - \bar{\xi})}{\sum_{k=1}^{m} w_k (\xi(\tau_k) - \bar{\xi})^2} \right) \tilde{\theta}_{\tau_k}$$

$$= \sum_{k=1}^{m} \left( w_k - \bar{\xi} \frac{w_k (\xi(\tau_k) - \bar{\xi})}{\sum_{k=1}^{m} w_k (\xi(\tau_k) - \bar{\xi})^2} \right) (\theta + \xi(\tau_k) \varphi_n + \epsilon_n(\tau_k))$$

$$= \theta + \sum_{k=1}^{m} \left( w_k - \bar{\xi} \frac{w_k (\xi(\tau_k) - \bar{\xi})}{\sum_{k=1}^{m} w_k (\xi(\tau_k) - \bar{\xi})^2} \right) \epsilon_n(\tau_k).$$
which completes the proof. □

Proof of Theorem 2.2. (1) We first give the proof for the case when $b_n$ is known. By the definition of $\hat{\theta}$ and the second inequality in (C1), we have

$$\hat{\theta} = \sum_{k=1}^{m} w_k \left( \hat{\theta}_{r_k} - b_n \xi_n(\tau_k, \hat{\theta}_{r_k}) \right)$$

$$= \sum_{k=1}^{m} w_k \left( \hat{\theta}_{r_k} - b_n \xi_n(\tau_k, \theta) + \xi_n'(\tau_k, \theta)(\hat{\theta}_{r_k} - \theta) \right) + o_p(\hat{\theta}_{r_k} - \theta)$$

$$= \theta + \sum_{k=1}^{m} w_k \epsilon_n(\tau_k) + \sum_{k=1}^{m} w_k \left( -b_n \xi_n'(\tau_k, \theta)(\hat{\theta}_{r_k} - \theta) + o_p(\hat{\theta}_{r_k} - \theta) \right).$$

The first inequality in (C1) and above result leads to the conclusion of the theorem.

(2) When $b_n$ is unknown, we consider its estimator as

$$\hat{b}_n = \frac{\sum_{k=1}^{m} w_k (\hat{\theta}_{r_k} - \hat{\xi}_n(\tau_k))}{\sum_{k=1}^{m} w_k (\hat{\xi}_n(\tau_k) - \hat{\xi}_n)^2}$$

$$= \frac{\sum_{k=1}^{m} w_k \left( \theta + b_n \xi_n(\tau_k) + \epsilon_n(\tau_k) \right) (\hat{\xi}_n(\tau_k) - \hat{\xi}_n)}{\sum_{k=1}^{m} w_k (\hat{\xi}_n(\tau_k) - \hat{\xi}_n)^2}$$

$$= \frac{\sum_{k=1}^{m} w_k \left( b_n \xi_n(\tau_k) + \epsilon_n(\tau_k) \right) (\hat{\xi}_n(\tau_k) - \hat{\xi}_n)}{\sum_{k=1}^{m} w_k (\hat{\xi}_n(\tau_k) - \hat{\xi}_n)^2}.$$

Note that

$$\xi_n(\tau_k) = \xi_n(\tau_k, \theta) = \hat{\xi}_n(\tau_k) + \xi_n'(\tau_k)(\theta - \hat{\theta}_{r_k}) + o_p(\theta - \hat{\theta}_{r_k}).$$
Then
\[ \hat{b}_n = \sum_{k=1}^{m} w_k \left[ b_n \left( \hat{\xi}_n(\tau_k) + \hat{\xi}'_n(\tau_k)(\theta - \hat{\theta}_{\tau_k}) + \alpha_p(\theta - \hat{\theta}_{\tau_k}) \right) + \epsilon_n(\tau_k) \right] \left( \hat{\xi}_n(\tau_k) - \tilde{\xi}_n \right) \]
\[ \sum_{k=1}^{m} w_k \left( \hat{\xi}_n(\tau_k) - \tilde{\xi}_n \right)^2 \]
\[ = b_n + \sum_{k=1}^{m} w_k \left[ b_n \left( \hat{\xi}'_n(\tau_k)(\theta - \hat{\theta}_{\tau_k}) + \alpha_p(\theta - \hat{\theta}_{\tau_k}) \right) + \epsilon_n(\tau_k) \right] \left( \hat{\xi}_n(\tau_k) - \tilde{\xi}_n \right) \sum_{k=1}^{m} w_k \left( \hat{\xi}_n(\tau_k) - \tilde{\xi}_n \right)^2 \]
\[ = b_n + \sum_{k=1}^{m} w_k \left( \alpha_p(\theta - \hat{\theta}_{\tau_k}) + \epsilon_n(\tau_k) \right) \left( \hat{\xi}_n(\tau_k) - \tilde{\xi}_n \right) \]
\[ = b_n + \alpha_p(\theta - \hat{\theta}_{\tau_k}). \]

Thus, by the above result and the method given in the proof (1), we can prove the conclusion of the theorem.

Proof of Theorem 2.3. We only prove the conclusion for the case when \( b_n \) is unknown. For the other case, the proof is more simple.

When \( b_n \) is unknown and \( \xi_n(\tau) \) depends on \( \theta \), the AWLS estimator is given in (2.3), i.e., the estimator has the form as
\[ \hat{\theta} = \sum_{k=1}^{m} w_k \hat{\theta}_{\tau_k} - b_n \tilde{\xi}_n. \]

As shown in the proof of Theorem 2.2, \( \hat{b}_n = b_n + \alpha_p(\theta - \hat{\theta}_{\tau_k}) \). Similarly,
\[ \tilde{\xi}_n = \sum_{k=1}^{m} w_k \hat{\xi}_n(\tau_k) = \sum_{k=1}^{m} w_k \left( \xi_n(\tau_k) + \xi'_n(\tau_k)(\hat{\theta}_{\tau_k} - \theta) + \alpha_p(\hat{\theta}_{\tau_k} - \theta) \right). \]

Then,
\[ \tilde{\theta} = \sum_{k=1}^{m} w_k \hat{\theta}_{\tau_k} - b_n \sum_{k=1}^{m} w_k \xi_n(\tau_k) - b_n \sum_{k=1}^{m} w_k \xi'_n(\tau_k)(\hat{\theta}_{\tau_k} - \theta) + b_n \alpha_p(\hat{\theta}_{\tau_k} - \theta) \]
\[ = -b_n \sum_{k=1}^{m} w_k \xi'_n(\tau_k)(\hat{\theta}_{\tau_k} - \theta) + b_n \alpha_p(\hat{\theta}_{\tau_k} - \theta) + \epsilon_n(\tau_k) \]
\[ = -\sum_{k=1}^{m} w_k g(\tau_k)(\hat{\theta}_{\tau_k} - \theta) + b_n O_p(\hat{\theta}_{\tau_k} - \theta) + b_n \alpha_p(\hat{\theta}_{\tau_k} - \theta) + \epsilon_n(\tau_k). \]

This completes the proof for the first conclusion.
Note that
\[ w^* = \min_{1^T w_g = 1} w_g^T \lim \theta \Sigma_{\theta} w_g. \]

By Lagrange multipliers, we see that the optimal weight vector has the following closed representation:
\[ w^* = \left( 1^T (\lim \theta \Sigma_{\theta})^{-1} 1 \right)^{-1} (\lim \theta \Sigma_{\theta})^{-1} 1, \]

which completes the proof for the second result of the theorem. \qed

Proof of Theorem 3.1. Clearly,
\[
\frac{1}{n} \sum_{i=1}^{n} X_i (\tau - I(Y_i - X_i^T \hat{\beta}_r \leq \hat{b}_r)) \\
= \frac{1}{n} \sum_{i=1}^{n} X_i \{ (Z_i - E(Z_i|X_i, \hat{\beta}_r, \hat{b}_r)) + E(Z_i|X_i, \hat{\beta}_r, \hat{b}_r) + (\tau - I(Y_i - X_i^T \beta \leq b_r)) \},
\]

where \( Z_i = \tau - I(e_i \leq \hat{b}_r + X_i^T (\hat{\beta}_r - \beta)) \) and \( E(Z_i|X_i, \hat{\beta}_r, \hat{b}_r) = \tau - F_e(\hat{b}_r + X_i^T (\hat{\beta}_r - \beta)) - \tau - F_e(b_r) \). To apply the standard empirical process to prove the asymptotic properties, we only need to get that for any \( \hat{\beta} \) and \( \hat{b}_r \) such that \( \|\hat{\beta} - \beta\| = O(1/\sqrt{n}) \) and \( |\hat{b}_r - b_r| = O(1/\sqrt{n}) \), the variance of \( X_i(Z_i - E(Z_i|X_i, \hat{\beta}_r, \hat{b}_r)) \) is of order \( n^{-1} \). This result can be easily computed. Thus, by the standard empirical process theory (see Chapter II. Theorem 37 of Pollard 1984), the first term \( \frac{1}{n} \sum_{i=1}^{n} X_i(Z_i - E(Z_i|X_i, \hat{\beta}_r, \hat{b}_r)) \) has the convergence rate of order \( O_p(n^{-3/4}) \). Further, by (C4), we have
\[
E(Z_i|X_i, \hat{\beta}_r, \hat{b}_r) = -(\hat{b}_r - b_r)f_e(b_r) - (\hat{\beta}_r - \beta)^T X_i f_e(b_r) + O_p(n^{-1}).
\]

Since \( X \) is centralized and \( \hat{b}_r - b_r = O_p(n^{-1/2}) \),
\[
\frac{1}{n} \sum_{i=1}^{n} X_i (\hat{b}_r - b_r) = O_p(n^{-1}).
\]

By the definition of \( D_n \),
\[
D_n^{-1} \frac{1}{n} \sum_{i=1}^{n} X_i X_i^T (\hat{\beta}_r - \beta) = \hat{\beta}_r - \beta.
\]
Consequently,

\[
\frac{1}{n} D_n^{-1} \sum_{i=1}^{n} X_i E(Z_i | X_i, \hat{\beta}_r, \hat{b}_r) = -(\hat{\beta}_r - \beta) f_e(b_r) + O_p(n^{-1}).
\]

Combing the results above leads to

\[
\frac{1}{n} D_n^{-1} \sum_{i=1}^{n} X_i (\tau - I(Y_i - X_i^T \hat{\beta}_r \leq b_r)) = \frac{1}{n} D_n^{-1} \sum_{i=1}^{n} X_i (\tau - I(Y_i - X_i^T \beta \leq b_r)) - (\hat{\beta}_r - \beta) f_e(b_r) + o_p(n^{-3/4}).
\]

It follows from the result above and the Bahadur representation given in Example 1 that

\[
\begin{align*}
\bar{\beta} &= \sum_{k=1}^{m} w_k \left\{ \hat{\beta}_{r_k} - \frac{1}{f_e(b_{r_k}) n} D_n^{-1} \sum_{i=1}^{n} X_i (\tau_k - I(Y_i \leq b_{r_k} + \hat{\beta}_{r_k}^T X_i))(1 + o_p(n^{-1/2})) \right\} \\
&= \sum_{k=1}^{m} w_k \left\{ \hat{\beta}_{r_k} - \frac{1}{f_e(b_{r_k}) n} D_n^{-1} \sum_{i=1}^{n} X_i (\tau_k - I(Y_i \leq b_{r_k} + \beta^T X_i)) + \hat{\beta}_{r_k} - \beta \right\} \\
&\quad + o_p(n^{-3/4}) \\
&= \sum_{k=1}^{m} w_k \left\{ \hat{\beta}_{r_k} - \frac{1}{f_e(b_{r_k}) n} D_n^{-1} \sum_{i=1}^{n} X_i (\tau_k - I(Y_i \leq b_{r_k} + \beta^T X_i)) + \hat{\beta}_{r_k} - \beta \right\} \\
&\quad + o_p(n^{-3/4}) \\
&= \beta + \sum_{k=1}^{m} w_k (\hat{\beta}_{r_k} - \beta) + \sum_{k=1}^{m} w_k \epsilon_{n}(\tau_k) + o_p(n^{-3/4}) \\
&\quad + o_p(n^{-3/4}) \\
&= \beta + \sum_{k=1}^{m} w_k (\hat{\beta}_{r_k} - \beta) + O_p(n^{-3/4}).
\end{align*}
\]

Note that \(\hat{\beta}_{r_k}\) has the same Bahadur representation as given in Example 1. By the representation, we finish the proof.

Proof of Theorem 3.2. We first prove the result in (1). The estimator \(\tilde{r}_1(x)\)
in (3.5) can be rewritten as

\[
\tilde{r}_1(x) = \frac{1}{n} \sum_{i=1}^{n} \tilde{W}_i Y_i
\]

\[
= r(x) + \frac{1}{n} \sum_{i=1}^{n} \tilde{W}_i e_i + \frac{1}{n} \sum_{i=1}^{n} \tilde{W}_i (r(X_i) - r(x))
\]

\[
= r(x) + \tilde{r}_{11}(x) + \tilde{r}_{12}(x),
\]

where \(\tilde{W}_i = \sum_{k=1}^{m} g_k \frac{K_k(X_i - x)}{\hat{f}_X(x)}\), \(\hat{f}_X(x) = \frac{1}{n} \sum_{i=1}^{n} K_{\tau_k}(X_i - x)\) and \(g_k = w_k - \tau^2 \frac{w_k (\tau^2_k - \tau^2)}{\sum_{k=1}^{m} w_k (\tau^2_k - \tau^2)}\), with \(\sum_{k=1}^{m} g_k = 1\) due to the constraint that \(\sum_{k=1}^{m} w_k = 1\).

Note that \(\hat{f}_X(x) \overset{p}{\rightarrow} f_X(x)\) at the rate of \(n^{-2\eta}\) (or \(n^{-4\eta}\)) under Condition (C5) (or Condition (C6)). We only need to consider the property of \(\tilde{r}_{11}^*(x) = \frac{1}{n} \sum_{i=1}^{n} W_i e_i\) and \(\tilde{r}_{12}^*(x) = \frac{1}{n} \sum_{i=1}^{n} W_i (r(X_i) - r(x))\), where \(W_i = \sum_{k=1}^{m} g_k K_{\tau_k}(X_i - x)\). From the standard technique (see e.g. Härdle 1990), it is to see that \(\tilde{r}_{11}^*(x)\) has zero mean and variance

\[
\frac{\sigma^2}{n} E \left( \sum_{k=1}^{m} g_k K_{\tau_k}(X - x) \right)^2
\]

\[
= \frac{\sigma^2 f_X(x)}{n^{1-\eta}} \sum_{k=1}^{m} \sum_{j=1}^{m} g_k V_j \tau^{-1}_k \tau^{-1}_j \int K(u/\tau_k) K(u/\tau_j) du + o(1/n^{1-\eta})
\]

\[
= \frac{\sigma^2 f_X(x)}{n^{1-\eta}} w^T A_1(w) w + o(1/n^{1-\eta}).
\]

Then \(\sqrt{n^{1-\eta}} \tilde{r}_{11}^*(x) \overset{D}{\rightarrow} N \left(0, \sigma^2 w^T A_1(w) w / f_X(x)\right)\) and consequently

\[
\sqrt{n^{1-\eta}} \tilde{r}_{11}(x) \overset{D}{\rightarrow} N \left(0, \sigma^2 w^T A_1(w) w / f_X(x)\right).
\]

Further, from the definition of \(g_k\) above, it is easy to see that \(\sum_{k=1}^{m} g_k \tau^2_k = 0\).

Because of this, when Condition (C6) holds (noticing the symmetry of the
COMPOSITE ESTIMATION

kernel function), the application of Taylor expansion yields \( \tilde{r}_{12}^*(x) \) has mean

\[
E(\tilde{r}_{12}^*(x)) = \sum_{k=1}^{m} g_k E\left(K_{\tau_k}(X - x)(r(X) - r(x))\right)
\]

\[
= \sum_{k=1}^{m} g_k \tau_k^2 n^{-2\eta} b(x)f_X(x) + \sum_{k=1}^{m} g_k \tau_k^4 n^{-4\eta} c(x)f_X(x) + o(n^{-4\eta})
\]

\[
= \sum_{k=1}^{m} g_k \tau_k^4 n^{-4\eta} c(x)f_X(x) + o(n^{-4\eta}),
\]

where \( b(x) \) and \( c(x) \) are known functions. When the weaker Condition (C5) is assumed, the term \( c_n(x) = \sum_{k=1}^{m} g_k \tau_k^4 n^{-4\eta} c(x)f_X(x) + o(n^{-4\eta}) \) should be a term \( o(n^{-2\eta}) \) instead. Namely, the mean becomes \( o(n^{-2\eta}) \). Furthermore, under only Condition (C5), \( \tilde{r}_{12}^*(x) \) has the variance

\[
\frac{1}{n} \text{Var}\left(\sum_{k=1}^{m} g_k K_{\tau_k}(X - x)(r(X) - r(x))\right)
\]

\[
= \frac{1}{n} O\left(\frac{1}{n} E\left(\sum_{k=1}^{m} g_k K_{\tau_k}(X - x)(r(X) - r(x))\right)^2\right)
\]

\[
= O\left(\frac{1}{n^{1+3\eta}}\right),
\]

which is of smaller order than \( O\left(\frac{1}{n^{1-\eta}}\right) \). Thus for \( c_n(x) = o(n^{-2\eta}) \) or \( c_n(x) = n^{-4\eta} c(x) \sum_{k=1}^{m} g_k \tau_k^4 \) according to Condition (C5) or Condition (C6)

\[
\sqrt{n^{1-\eta}} \left(\tilde{r}_{12}^*(x) - c_n(x)f_X(x)\right) \overset{p}{\rightarrow} 0,
\]

implying

\[
\sqrt{n^{1-\eta}} \left(\tilde{r}_{12}(x) - c_n(x)\right) \overset{p}{\rightarrow} 0.
\]

Therefore, combining the above results leads to the asymptotic normality of the first estimator \( \tilde{r}_1(x) \).

Now we prove the asymptotic normality for the AWLS estimator \( \tilde{r}_2(x) \) defined in (3.7) under Condition (C6). By the Bahadur representation, we
obtain
\[ \tilde{r}_2(x) = \sum_{k=1}^{m} w_k \left\{ \hat{r}_{\tau_k}(x) - n^{-1} \nu_{\tau_k}^{-1}(x) \sum_{i=1}^{n} K_{\tau_k}(X_i - x)(Y_i - \hat{r}_{\tau_k}(x)) \right\} \]
\[ = \sum_{k=1}^{m} w_k \left\{ \hat{r}_{\tau_k}(x) - n^{-1} \nu_{\tau_k}^{-1}(x) \sum_{i=1}^{n} K_{\tau_k}(X_i - x)(Y_i - r_{\tau_k}(x)) \right\} \]
\[ + n^{-1} \sum_{k=1}^{m} w_k \nu_{\tau_k}^{-1}(x) \sum_{i=1}^{n} K_{\tau_k}(X_i - x)(\hat{r}_{\tau_k}(x) - r(x)) \]
\[ = r(x) + n^{-2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} w_k K_{\tau_k}(X_i - x) K_{\tau_k}(X_j - x) e_j \frac{\nu_{\tau_k}(x) f_X(x)}{\nu_{\tau_k}(x) \hat{f}_X(x)} \]
\[ + n^{-2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} w_k K_{\tau_k}(X_i - x) K_{\tau_k}(X_j - x)(r(X_j) - r(x)) \frac{\nu_{\tau_k}(x) \hat{f}_X(x)}{\nu_{\tau_k}(x) f_X(x)} \]
\[ + O_p(n^{-3(1-\eta)/4}) \]
\[ =: r(x) + \tilde{r}_{21}(x) + \tilde{r}_{22}(x) + O_p(n^{-3(1-\eta)/4}). \quad (0.1) \]

Here the last term in (0.1) is of smaller order than \( o_p(n^{-1-\eta/2}) \), i.e., \( O_p(n^{-3(1-\eta)/4}) = o_p(n^{-1-\eta/2}) \). Note that \( \nu_{\tau} \to f_X(x) \), and \( \hat{f}_X(x) \stackrel{P}{\to} f_X(x) \) at the rate of \( n^{-2} \). Similar to the above proof for \( \tilde{r}_1(x) \), we also only need to study the property of

\[ \tilde{r}_{21}^*(x) = n^{-2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} w_k K_{\tau_k}(X_i - x) K_{\tau_k}(X_j - x) e_j \text{ and} \]
\[ \tilde{r}_{22}^*(x) = n^{-2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} w_k K_{\tau_k}(X_i - x) K_{\tau_k}(X_j - x)(r(X_j) - r(x)). \]

Consider \( \tilde{r}_{21}^* \) first. It can be rewritten as

\[ \tilde{r}_{21}^* (x) = \frac{1}{2n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} w_k K_{\tau_k}(X_i - x) K_{\tau_k}(X_j - x)(e_j + e_i) \]
\[ = \frac{1}{n(n-1)} \sum_{1 \leq i < j \leq n} \sum_{k=1}^{m} w_k K_{\tau_k}(X_i - x) K_{\tau_k}(X_j - x)(e_j + e_i) + O_p(1/n) \]
\[ =: \frac{1}{2} \tilde{r}_{21}^0 (x) + O_p(1/n), \]
where
\[ \tilde{r}_{21}^0(x) = \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} \sum_{k=1}^m w_k K_{\tau_k}(X_i - x)K_{\tau_k}(X_j - x)(e_j + e_i). \]

\( \tilde{r}_{21}^0(x) \) is an U-statistic with the kernel
\[ h(X_1, e_1; X_2, e_2) = \sum_{k=1}^m w_k K_{\tau_k}(X_1 - x)K_{\tau_k}(X_2 - x)(e_2 + e_1). \]
The kernel has zero mean, its projection onto \( (X_1, e_1) \) is
\[ E(h(X_1, e_1; X_2, e_2)|X_1, e_1) = f_X(x) \sum_{k=1}^m w_k K_{\tau_k}(X_1 - x)e_1 + o(n^{-\eta}) \]
and the variance of the projection is
\[ \sigma^2 f_X^3(x)n^{-\eta} \sum_{k=1}^m \sum_{j=1}^m w_k w_j \tau_k^{-1} \tau_j^{-1} \int K\left(\frac{u}{\tau_k}\right)K\left(\frac{u}{\tau_j}\right) du + o(n^{-\eta}) \]
\[ = \sigma^2 f_X^3(x)n^{-\eta}w^TA_2(w)w + o(n^{-\eta}). \]
Then, from the asymptotic normality of U-statistic (see, e.g., Serfling (1980), Theorem 5.5.1 A), it follows that \( \sqrt{n^{1-\eta}} \tilde{r}_{21}^0(x) \overset{D}{\to} N\left(0, 4\sigma^2 w^TA_2(w)w f_X^3(x)\right) \).

Thus, \( \sqrt{n^{1-\eta}} \tilde{r}_{21}^0(x) \overset{D}{\to} N\left(0, \sigma^2 w^TA_2(w)w f_X^3(x)\right) \) and consequently
\[ \sqrt{n^{1-\eta}} \tilde{r}_{21}^0(x) \overset{D}{\to} N\left(0, \sigma^2 w^TA_2(w)w f_X(x)\right). \]
We now consider \( \tilde{r}_{22}^*(x) \). It is easy to see that it mean is the following:
\[ \sum_{k=1}^m w_k E\left(K_{\tau_k}(X_1 - x)K_{\tau_k}(X_2 - x)(r(X_2) - r(x))\right) + O(1/n) \]
\[ = \sum_{k=1}^m w_k \tau_k^2 d(x)f_X^2(x)n^{-2\eta} + o(n^{-2\eta}), \]
for a given function \( d(x) \). The variance of \( \tilde{r}_{22}^*(x) \) can be written as
\[ n^{-4}E\left(\sum_{i=1}^n \sum_{j=1}^n a_{ij}\right)^2 - E^2(\tilde{r}_{22}^*(x)) \]
\[ = n^{-4} \sum_{i=1}^n \sum_{j=1}^n E(a_{ij}^2) + n^{-4} \sum_{i\neq i'} \sum_{i\neq j'} \sum_{i\neq i'} \sum_{j\neq j'} E(a_{ij}a_{ij'}) - E^2(\tilde{r}_{22}^*(x)), \]

\[ \text{COMPOSITE ESTIMATION} \]
where
\[
a_{ij} = \sum_{k=1}^{m} w_{k} K_{\tau_k}(X_i - x) K_{\tau_k}(X_j - x) (r(X_j) - r(x)).
\]

We can easily verify that, under Condition (C5), \( n^{-4} \sum_{i=1}^{n} \sum_{j=1}^{n} E a_{ij}^2 \) is of order \( O \left( \frac{1}{n^{2(1+\eta)}} \right) \). Moreover, for \( i \neq j, i \neq i', i \neq j' \) and \( j \neq j' \), we have \( E(a_{iv})E(a_{jj'}) = E^2(\bar{r}_{22}(x)) + O \left( \frac{1}{n} \right) \). Thus the variance of \( \bar{r}_{22}(x) \) is of order \( O \left( \frac{1}{n^{2(1+\eta)}} \right) \), which is of smaller order than \( O \left( \frac{1}{n^{1-\eta}} \right) \). Consequently,
\[
\sqrt{n^{1-\eta}} \left( \bar{r}_{22}(x) - \sum_{k=1}^{m} w_k \tau_k^2 d(x) f_X^2(x)n^{-2\eta} \right) \xrightarrow{p} 0,
\]

implying
\[
\sqrt{n^{1-\eta}} \left( \bar{r}_{22}(x) - \sum_{k=1}^{m} w_k \tau_k^2 d(x)n^{-2\eta} \right) \xrightarrow{p} 0.
\]

The above results together yields the asymptotic normality of the second AWLS estimator \( \bar{r}_2(x) \).

\[\square\]
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