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Abstract: In many applications of generalized linear mixed models (GLMMs), there is a hierarchical structure in the effects that needs to be taken into account when performing variable selection. A prime example of this is when fitting mixed models to longitudinal data, where it is usual for covariates to be included as only fixed effects or as composite (fixed and random) effects. In this article, we propose the first regularization method that can deal with large numbers of candidate GLMMs while preserving this hierarchical structure: CREPE (Composite Random Effects PEnalty) for joint selection in mixed models. CREPE induces sparsity in a hierarchical manner, as the fixed effect for a covariate is shrunk to zero only if the corresponding random effect is or has already been shrunk to zero. In the setting where the number of fixed effects grow at a slower rate than the number of clusters, we show that CREPE is selection consistent for both fixed and random effects, and attains the oracle property. Simulations show that CREPE outperforms some currently available penalized methods for mixed models.
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1. Introduction

Joint selection of fixed and random effects in generalized linear mixed models (GLMMs) presents a challenging problem, especially as regards the question of how to perform selection in a computationally efficient manner while accounting for any hierarchical structure present in the model. Even with a bounded number of covariates, when jointly selecting over fixed and random effects the number of candidate models is considerably larger than in the standard regression context, making methods based on information criteria or the fence (Jiang et al. (2008)) computationally burdensome; see Müller, Scealy and Welsh (2013) for a general review of model selection in linear mixed models. One approach to overcoming this computational problem is penalized likelihood methods. While penalized methods for generalized linear models have been extensively studied (dating back to Tibshirani (1996)), their application to mixed models has only
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recently been considered, almost exclusively in settings where the number of covariates is bounded, and the selection of fixed and random effects is treated as separate processes. Bondell, Krishna and Ghosh (2010) and Ibrahim et al. (2011) proposed separate penalties for the fixed and random effects that are summed together. Fan and Li (2012), Peng and Lu (2012), and Lin, Pang and Jiang (2013) all proposed two-stage methods where the fixed and random effects selection are performed independently.

When fitting GLMMs to longitudinal data, there is a hierarchical structure in the selection of the effects that is often imposed in practice, namely “we usually only consider time-varying covariates that have been included in the fixed effects.” (Cheng et al. (2010)). It is natural for covariates to be included as either a fixed effect only, or as both fixed and random effects. We refer to the latter as a composite effect covariate. As an example, in a longitudinal study monitoring the weights of infants over time (see Section 6), a random slope is included to account for heterogeneity between infants’ changes in weight only if there is a significant overall trend (fixed effect) over time. Another example is in forest management, where random slopes are used to account for between plot variability only if a significant change is observed in the forest’s overall health in response to climate (Hao et al. (2015)). Of course there may be exceptions to this hierarchical structure, a notable one being the case of linear mixed models with centered responses, where a random intercept may be included without a fixed intercept. For most settings however, it is reasonable that covariates should be included as either fixed or composite effects. However, while notions of hierarchical selection have been researched in (generalized) linear models with grouped variables and ordered or polynomial terms, see for instance the group LASSO (Least Absolute Shrinkage and Selection Operator) of Yuan and Lin (2006) and the composite absolute penalty of Zhao, Rocha and Yu (2009), they have not been investigated for GLMMs. This is exemplified in the illustrative examples of Bondell, Krishna and Ghosh (2010) and Ibrahim et al. (2011), where the respective penalties lead to at least one covariate selected only as a random effect.

We propose a penalty called CREPE (Composite Random Effects PEnalty) for hierarchical selection of fixed and random effects in longitudinal GLMMs. CREPE is the first penalty that directly incorporates the notion of covariates being selected as fixed or composite effects. This is done by exploiting the hierarchical structure of the effects, such that a fixed effect coefficient is shrunk to zero only if the corresponding random effect coefficients are, or have already
been shrunk to zero. CREPE also accommodates covariates that are included a-priori as fixed effects only. The concept of using a penalty that accounts for the hierarchical structure of the effects has been considered in other contexts, e.g. the fused LASSO (Tibshirani et al. (2005)), finite mixture of regression models (Hui, Warton and Foster (2015a)), and feature selection in bioinformatics (Garcia et al. (2014)), but has yet to be explored for joint selection in GLMMs. A key part of CREPE’s design involves the use of a group-based penalty for selecting the random effects, specifically, the elements in a row of the eigendecomposition of the random effects covariance matrix (as defined in Section 2) are encouraged to be zero simultaneously.

In the setting where the number of fixed effects is allowed to grow at a slower rate than the number of clusters, we show that CREPE satisfies the oracle property of asymptotically identifying the truly non-zero fixed and composite covariates. Regarding computation, we use a Monte-Carlo Expectation Maximization (MCEM, Wei and Tanner (1990)) algorithm to calculate the CREPE estimates, showing how the E-step can be performed straightforwardly for the common cases of Gaussian, Poisson, and Bernoulli responses. Simulation studies show CREPE outperforms some other penalties available for jointly selecting fixed and random effects in GLMMs. We illustrate the application of CREPE to a longitudinal infant study for identifying important baseline and time-varying predictors of infant weights. We provide R code for calculating the CREPE estimates in the Supplementary Material; an R package is planned in future research.

2. Model Selection Using CREPE

We focus on the independent cluster model with random intercepts and slopes. Let \( y_{ij} \) denote the \( j \)th response collected for the \( i \)th cluster, where \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \). For simplicity, all clusters are assumed to have the same number of measurements, \( m \), where \( m \) is bounded and does not grow with \( n \). Conditional on the random effects, the \( y_{ij} \) are assumed to be independent responses from the exponential family \( f(y_{ij} | \beta, b_i, \phi) \) with mean \( \mu_{ij} \) and dispersion parameter \( \phi \). Given a link function \( g(\cdot) \), the mean is modeled as \( g(\mu_{ij}) = \eta_{ij} = x_{ij}^T \beta + z_{ij}^T b_i \) for a vector \( x_{ij} \) of predictors corresponding to fixed effects \( \beta \), and a vector \( z_{ij} \) of predictors corresponding to random effects \( b_i \), both containing an intercept term if appropriate. The random effects are assumed to have a multivariate Gaussian distribution, \( b_i \sim \mathcal{N}(0, \Sigma) \) where \( \Sigma = \Gamma \Gamma^T \) and \( \Gamma \) is an unstructured matrix of the same dimension as \( \Sigma \), based on the eigendecom-
position $\Sigma = Q \Lambda^{1/2} \Lambda^{1/2} Q^T = \Gamma \Gamma^T$ such that $\Gamma = Q \Lambda^{1/2}$, with $Q$ an orthogonal matrix of normalized eigenvectors and $\Lambda$ a diagonal matrix of eigenvalues.

**Lemma 1.** Let $\gamma_k$ be the $k^{th}$ row of $\Gamma$. Then for each $k$, $\|\gamma_k\| = 0$ implies that $[\Sigma]_{kl} = [\Sigma]_{lk} = 0$ for all $l$, where $[\Sigma]_{kl}$ refers to element $(k,l)$ of $\Sigma$, and $\| \cdot \|$ denotes the $L_2$-norm.

This result suggests that, rather than penalizing the (diagonal) elements of $\Sigma$ directly, we can employ a group-based penalty on the rows $\gamma_k$, and indeed this is what we pursue. One advantage group-based penalization on the eigen-decomposition has is that all the elements of $\Gamma$ can take any number on the real line. This contrasts to the diagonal elements of both $\Sigma$ and its Cholesky decomposition, which are bounded below by zero (see Bondell, Krishna and Ghosh (2010), Lin, Pang and Jiang (2013), and Pan and Huang (2014) for examples of methods that penalize the diagonal elements of $\Sigma$ or its Cholesky decomposition). By using the eigendecomposition, we can avoid potential boundary issues when performing Taylor expansions (used in the theoretical study of the CREPE estimators in Section 3) and during the actual estimation process.

For the independent cluster GLMM, the observed log-likelihood for a GLMM is,

$$
\ell(\Psi) = \sum_{i=1}^{n} \ell_i(\Psi) = \sum_{i=1}^{n} \log \left( \int \prod_{j=1}^{m} f(y_{ij}|\beta, \phi, b_i) f(b_i|\Gamma) db_i \right),
$$

where $\ell_i(\Psi)$ is the log-likelihood contribution from the $i^{th}$ cluster, and $\Psi = \{\beta, \phi, \text{vec}(\Gamma)\}$.

We introduce some notation describing the nature of the covariates in the GLMM. Let $\alpha$ denote the full set of $p$ covariates in the dataset. We divide this set into mutually exclusive subsets $\alpha_f$, which denotes the set of $p_f$ covariates entered into the model as fixed effects only (e.g., baseline covariates such as gender), and $\alpha_c$, which denotes the set of $p_c$ covariates entered into the model as composite effects (e.g., time varying covariates such as time of visit). We allow $p_f$ to grow at a smaller rate than $n$ (see Condition C6 in Section 3), while assuming $p_c < m$ is fixed. Subsequently, we can write $\Psi = (\beta, \phi, \gamma_1, \ldots, \gamma_{p_c})$ where $\beta = (\beta_{\alpha_f}, \beta_{\alpha_c})$.

The CREPE estimator is defined as the maximizer of the penalized log-likelihood function

$$
\ell_{\text{pen}}(\Psi) = \ell(\Psi) - n\lambda \sum_{k=1}^{p} \tilde{w}_k \left( \beta_k^2 + \mathbb{1}_{\{k \in \alpha_c\}} \tilde{v}_k \| \gamma_k \| \right)^{1/2}, \quad (2.1)
$$

where $\lambda > 0$ is the tuning parameter and $\mathbb{1}_{\{\cdot\}}$ denotes the indicator function. The
adaptive weights \( \tilde{w}_k \) and \( \tilde{v}_k \) may depend on a common power parameter \( \nu > 0 \) (Zou (2006)) and are required to satisfy some regularity conditions.

For \( k \in \alpha_f \), CREPE reduces to the adaptive LASSO penalty (Zou (2006)). On the other hand, for \( k \in \alpha_c \), CREPE encourages sparsity in a hierarchical manner so that either both the fixed and random effects for the covariate are shrunk to zero, or only the random effect is shrunk to zero. There are two types of sparsity featured in CREPE: group sparsity, occurring on the rows of the eigendecomposition, \( \|\gamma_k\| = 0 \), and the “larger” sparsity given by \( (\beta_k^2 + 1_{\{k \in \alpha_c\}} \tilde{v}_k \|\gamma_k\|)^{1/2} \). Critically, the group sparsity is nested inside the larger sparsity event. Thus \( \|\gamma_k\| = 0 \) must occur either before or simultaneously with \( \beta_k = 0 \). Then, in maximizing (2.1), CREPE allows a covariate \( k \in \alpha_c \) to be included as either a fixed effect only, or as a composite effect.

Such a group penalty approach to random effects selection has been considered before by Ibrahim et al. (2011), and is arguably a better approach than that used by Bondell, Krishna and Ghosh (2010) amongst others, which penalizes the diagonal elements of the Cholesky decomposition of \( \Sigma \).

Fixed intercepts in GLMMs are generally not penalized, although the random intercept (if included) may be. In such a case, (2.1) can be altered to

\[
\ell_{pen}(\Psi) = \ell(\Psi) - n\lambda(\tilde{v}_1\|\gamma_1\|)^{1/2} - n\lambda \sum_{k=2}^{p} \tilde{w}_k(\beta_k^2 + 1_{\{k \in \alpha_c\}} \tilde{v}_k \|\gamma_k\|)^{1/2},
\]

where it is assumed the first elements in \( x_{ij} \) and \( z_{ij} \) represent the fixed and random intercepts respectively.

### 3. Asymptotic Properties

We study the large sample properties of the CREPE estimator when \( p_f \) grows at a slower rate than \( n \), while \( p_c \) is fixed. Allowing the number of random effects to grow is a more difficult problem, as it requires both the number of clusters and the cluster size to grow in order to achieve attractive asymptotic properties (see for instance Fan and Li (2012)), and (Demidenko (2004)) for an overview of asymptotic theory in mixed models.

Let \( \Psi_0 = (\beta_0, \phi_0, \gamma_{01}, \ldots, \gamma_{0p_c}) \), denote the true parameter values, where \( \beta_0 = (\beta_{0\alpha_f}, \beta_{0\alpha_c}) \) and, let \( p_{0f} \) be the number of non-zero elements in \( \beta_{0\alpha_f} \).

Without loss of generality, we write \( \Psi_0 = (\Psi_{01}, \Psi_{02} = 0) \) so \( \Psi_{01} \) consists of all the non-zero elements of \( \beta_0 \), all the vectors \( \gamma_{0k} \) whose \( L_2 \)-norm is positive, and \( \phi_0 \). Likewise, we write the CREPE estimate as \( \hat{\Psi} = (\hat{\Psi}_1, \hat{\Psi}_2) \).

Let \( H(\Psi) = -(1/n)\partial^2\ell(\Psi)/\partial \Psi \partial \Psi^T \) denote the observed Fisher information matrix for the GLMM, and let \( \kappa_{\min}\{H(\Psi)\} \) and \( \kappa_{\max}\{H(\Psi)\} \) denote its mini-
um and maximum eigenvalues respectively. The following regularity conditions are required here.

(C1) For every $n$, there exists a positive constant $c_1$ such that $0 < c_1 < \kappa_{\text{min}}\{H(\Psi_0)\} < \kappa_{\text{max}}\{H(\Psi_0)\} < 1/c_1 < \infty$.

(C2) For any given $\epsilon > 0$, there exists a $\delta > 0$ with $\|\Psi - \Psi_0\| < \delta$ such that $(1 - \epsilon)c_1 < \kappa_{\text{min}}\{H(\Psi)\} < \kappa_{\text{max}}\{H(\Psi)\} < (1 + \epsilon)/c_1$ for $n$ large enough.

(C3) There exists an open subset $\Omega$ in the interior of the parameter space of $\Psi$, containing $\Psi_0$, such that the third derivatives of the log-likelihood $\ell(\Psi)$ exist for every $\Psi \in \Omega$. For all $\Psi \in \Omega$, there exist integrable functions $U_{rst}$ such that $|\partial^3 \ell(\Psi)/\partial \Psi_r \partial \Psi_s \partial \Psi_t| < U_{rst}$, with $E(U_{rst}) < \infty$, where the expectation is with respect to the true model.

(C4) $\min_{l \in \Psi_{01}} \{\beta_{0l}^2\} + \min_{l \in \Psi_{01}} \{\|\gamma_{0l}\|\} \geq c_2$, where $c_2 > 0$ is a positive constant.

(C5) The adaptive weights satisfy $\tilde{w}_k = O_p(1)$ and $\tilde{v}_k = O_p(1)$ for $k \in \Psi_{01}$, and $\tilde{w}_k = O_p\{(n/pf)^{\nu/2}\}$ and $\tilde{v}_k = O_p\{(n/pf)^{\nu/2}\}$ for $k \in \Psi_{02}$.

(C6) (a) $\lambda \sqrt{\eta_{pff}} \to 0$  (b) $\lambda (n/pf)^{(\nu+3)/4} \to \infty$, where $\nu > 0$.

Condition (C1) ensures the observed Fisher information matrix is well-defined at the true parameter values for every $n$, while condition (C2) extends this to a small neighborhood of $\Psi_0$. The two conditions are similar to conditions A4 and A5 in Chen and Chen (2012) for generalized linear models (GLMs). Condition (C3) is a mild condition to ensure the log-likelihood function for GLMMs is sufficiently smooth. Since $\Psi$ involves elements of the eigendecomposition $\Gamma$ that can take any value on the real line, $\Omega$ is guaranteed to not lie on the boundary space. Condition (C4) places a lower bound on the magnitude of the truly non-zero coefficients. This may be weakened to permit the truly non-zero effects to tend to zero at a slow rate, although we do not pursue this extension here. Together, conditions (C2) and (C4) define a rate at which incorrect models are allowed to approach the true model with increasing $n$. Condition (C5) is a generalization of condition (C1) in Ibrahim et al. (2011), requiring that the adaptive weights exhibit different asymptotic behavior for truly zero and non-zero coefficients. Finally, conditions (C6a) and (C6b) constrain the rate of growth of the tuning parameter $\lambda$, and is similar to conditions in Hui, Warton and Foster (2015b) for adaptive LASSO GLMs. Together, they restrict the number of fixed effects
to grow subject to \((p_f/n)^{(\nu+3)/4}\sqrt{np_{0f}} \rightarrow 0\). This is an advance on Ibrahim et al. (2011) and Lin, Pang and Jiang (2013), amongst others, who proved oracle properties assuming fixed \(p\).

We first establish a result regarding the consistency properties of the CREPE estimator.

**Theorem 1.** If (C1)-(C6) are satisfied and \(\nu \geq 1\), then there exists a local maximizer \(\hat{\Psi}\) of the penalized log-likelihood function in (2.1) that satisfies

(a) Estimation consistency: \(\|\hat{\Psi} - \Psi_0\| = O_p(\sqrt{p_f/n})\).

(b) Selection consistency: \(P(\hat{\Psi}_2 = 0) \rightarrow 1\).

With probability tending to one then, CREPE asymptotically correctly determines whether each covariate is a fixed or a composite effect.

Let \(I(\Psi_0) = \text{E}(\frac{1}{2}\frac{\partial^2}{\partial \Psi \partial \Psi^T} \ell(\Psi)|\Psi_0)\) be the expected Fisher information matrix evaluated at the true parameter point.

**Theorem 2.** For a fixed integer \(q\), let \(B_n\) be a \(q \times \dim(\Psi_{01})\) matrix such that \(B_n B_n^T \rightarrow G\) for some non-negative, symmetric \(q \times q\) matrix \(G\). If (C1)-(C6) are satisfied and \(\nu \geq 1\), then the local maximizer \(\hat{\Psi}\) in Theorem 1 satisfies

\[
\sqrt{n}B_n I^{-1/2}(\Psi_0)(\hat{\Psi}_1 - \Psi_1) \xrightarrow{d} \mathcal{N}(0, G),
\]

where \(I(\Psi_{01})\) is the block of the expected Fisher information matrix involving only the truly non-zero parameters \(\Psi_{01}\).

Theorems 1 and 2 establish that the CREPE estimator attains the oracle property in GLMMs. The proofs of the theorems are provided in the Supplementary Material, following a similar outline to that of Fan and Peng (2004).

4. Estimation

We use the Monte-Carlo EM (MCEM, Wei and Tanner (1990)) algorithm combined with the local quadratic approximation (Fan and Li (2001)) for calculating the CREPE estimators. We focus on the common cases of Gaussian, Poisson, and Bernoulli mixed models, showing that updates of the parameters in these cases can be obtained straightforwardly. Let

\[
\ell_{\text{pen,c}}(\Psi, b) = \sum_{i=1}^{n} \left( \sum_{j=1}^{m} \log \{ f(y_{ij}|\beta, \phi, b_i) \} - \frac{1}{2} \log \{ \det(\Gamma T) \} - \frac{1}{2} b_i^T (\Gamma T)^{-1} b_i \right) - n\lambda \sum_{k=1}^{p} \rho(\beta_k, \gamma_k)
\]
For the linear mixed model where

\[ \rho(\hat{\beta}_k, \gamma_k) = \frac{\hat{\gamma}_k^2}{\hat{\gamma}_k^2 + \hat{\beta}_k^2 + 1}, \]

where \(\hat{\gamma}_k^2 \approx 0\). Suppose at iteration \(t\), we have estimates \(\hat{\Psi}^{(t)}\). The MCEM algorithm iterates between the following steps: the E-step, which calculates the expectation of \(\ell_{\text{pen}}(\Psi, b)\) with respect to the conditional posterior distribution \(f(b_i | y, \hat{\Psi}^{(t)})\), better known as the Q-function, and the M-step, which maximizes the Q-function to obtain updated estimates \(\hat{\Psi}^{(t+1)}\).

For non-Gaussian responses where the posterior distribution does not possess a closed form, we perform the E-step using Monte-Carlo integration,

\[
E_{b_i | \hat{\Psi}^{(t)}} \{ \ell_{c,i}(\Psi, b_i) \} = \int \ell_{c,i}(\Psi, b_i) \times \frac{\prod_{j=1}^{m} f(y_{ij} | \hat{\beta}_i, \hat{\phi}_i, b_i) f(b_i | \hat{\Gamma}^{(t)})}{\exp{\{ \ell_i(\hat{\Psi}^{(t)}) \}}} db_i \\
\approx \exp{\{ \ell_i(\hat{\Psi}^{(t)}) \}}^{-1} \frac{1}{D} \sum_{d=1}^{D} \ell_{c,i}(\Psi, b^d_i) \prod_{j=1}^{m} f(y_{ij} | \hat{\beta}_i, \hat{\phi}_i, b^d_i),
\]

where \(b^d_i\) is simulated from \(f(b_i | \hat{\Gamma}^{(t)})\), the quantity \(\exp{\{ \ell_i(\hat{\Psi}^{(t)}) \}}\) is approximated as \(D^{-1} \sum_{d=1}^{D} \prod_{j=1}^{m} f(y_{ij} | \hat{\beta}_i, \hat{\phi}_i, b^d_i)\), and \(D\) is the number of Monte-Carlo samples.

In the simulations in Section 5, we used \(D = 2,000\).

To avoid non-differentiability at the origin, we approximate the CREPE penalty by a local quadratic approximation (LQA). At iteration \(t\), set element \(k\) of \(\hat{\Psi}^{(t+1)}\) to zero if the corresponding element in \(\hat{\Psi}^{(t)}\) is equal to or very close to zero, e.g., absolute value within \(10^{-5}\). Otherwise, approximate the CREPE penalty as

\[
\rho(\hat{\beta}_k, \gamma_k) = \rho(\hat{\beta}_k^2, \hat{\gamma}_k^2) + M^{(t)}_k \left( \hat{\beta}_k^2 - (\hat{\gamma}_k^2)^2 \right) \\
+ \mathbb{1}_{(k \in \alpha)} M^{(t)}_k \frac{\hat{\gamma}_k}{2\|\hat{\gamma}_k\|} (\hat{\gamma}_k^T \gamma_k - (\hat{\gamma}_k^T \gamma_k)^T),
\]

where \(M^{(t)}_k = (\hat{\gamma}_k^2 + \hat{\beta}_k^2 + 1)\hat{\gamma}_k\). Combining these results, the M-step consists of maximizing the penalized Q-function,

\[
Q_{\text{pen}}(\Psi | \hat{\Psi}^{(t)}) = E_{b_i | \hat{\Psi}^{(t)}} \{ \ell_{c,i}(\Psi, b_i) \} - n\lambda \sum_{k=1}^{p} \left( M^{(t)}_k \hat{\beta}_k^2 + \mathbb{1}_{(k \in \alpha)} M^{(t)}_k \frac{\hat{\gamma}_k}{2\|\hat{\gamma}_k\|} \hat{\gamma}_k \right).
\]

We now focus on the three special cases of Gaussian, Poisson, and Bernoulli responses.

**Gaussian responses:** For the linear mixed model where \(f(y_{ij} | \beta, \phi, b_i) = \mathcal{N}(\eta_{ij}, \sigma^2)\),
the M-step consists of maximizing the penalized Q-function, the M-step, which maximizes the Q-function to obtain updated estimates \( \hat{\beta} \) responses.

For non-Gaussian responses where the posterior distribution does not possess a conditional posterior distribution \( f(\theta|y) \), we can derive a closed form for the penalized Q-function by using this result and the fact that

\[
E_{b_i|\hat{\psi}(t)}(b_i^T(\Gamma T)^{-1}b_i) = \hat{a}_i^T(\Gamma T)^{-1}\hat{a}_i + tr\{(\Gamma T)^{-1}\hat{A}_i\},
\]

an identity that does not require the normality assumption on \( b_i \). Closed form updates for \( \beta \) and \( \sigma^2 \) may then be obtained, while a Quasi-Newton method, for instance, can be used to update the rows of \( \Gamma \).

**Poisson responses:** Using the log link, we have

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} \log\{f(y_{ij}|\beta, b_i)\} = \sum_{i=1}^{n} \sum_{j=1}^{m} \{y_{ij}(x_{ij}^T\beta + z_{ij}^Tb_i) - \exp(x_{ij}^T\beta) \exp(z_{ij}^Tb_i)\}.
\]

From this, it is straightforward to see that for the penalized Q-function, we only require Monte-Carlo estimates of the posterior mean \( E_{b_i|\hat{\psi}(t)}(b_i) \), the moment generating function \( E_{b_i}(\exp(z_{ij}^Tb_i)) \), along with the posterior covariance matrix for use in (4.2). Since none of these is a function of the parameters that need updating, the M-step can be performed relatively quickly.

**Bernoulli responses:** Using the logit link, we have

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} \log\{f(y_{ij}|\beta, b_i)\} = \sum_{i=1}^{n} \sum_{j=1}^{m} \{y_{ij}(x_{ij}^T\beta + z_{ij}^Tb_i) - \log\{1 + \exp(x_{ij}^T\beta + z_{ij}^Tb_i)\}\}.
\]

Applying the MCEM algorithm directly is challenging because the second term is non-linear in \( \beta \). To overcome this, we use the fact that the variance of the Bernoulli distribution is bounded above by 1/2. We can therefore minimize the above expression by a partial quadratic expansion about \( \beta = \hat{\beta}^{(t)} \),

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} \log\{f(y_{ij}|\beta, b_i)\} \geq \sum_{i=1}^{n} \sum_{j=1}^{m} \log\{f(y_{ij}|\hat{\beta}^{(t)}, b_i)\} + \sum_{i=1}^{n} \sum_{j=1}^{m} (y_{ij} - \mu_{ij}^{(t)})x_{ij}^T(\beta - \hat{\beta}^{(t)})
\]

\[
- \frac{1}{4} \sum_{i=1}^{n} \sum_{j=1}^{m} (\beta - \hat{\beta}^{(t)})^T x_{ij} x_{ij}^T (\beta - \hat{\beta}^{(t)}), \tag{4.3}
\]

where \( \eta_{ij}^{(t)} = x_{ij}^T\hat{\beta}^{(t)} + z_{ij}^Tb_i \) and \( \mu_{ij}^{(t)} = \exp(\eta_{ij}^{(t)}) / \{1 + \exp(\eta_{ij}^{(t)})\} \) (see Hunter and Li (2005) for details on the notion of minorizing functions). Since this inequality
remains true when we apply expectations to both sides, it means that we can use (4.3) to construct a minorizer of $Q_{\text{pen}}(\Psi; \hat{\Psi}^{(t)})$, and therefore maximize the minorizer instead. This is known as a (Monte-Carlo) minorization-maximization algorithm, as detailed in Hunter and Li (2005). Importantly, it is clear that this minorizer requires only Monte-Carlo estimates of $\mathbb{E}_{b_t} E_t(b_t)$, the expected fitted probability $E_{b_t}(\mu_{ij}^{(t)})$, along with the posterior covariance matrix for use in (4.2). As none of these is a function of the parameters that need updating, the maximization can be performed straightforwardly.

5. Simulation Study

An empirical study was conducted to compare the performance of CREPE with some other proposed penalties for variable selection in GLMMs. We focus on the cases of Gaussian, Poisson and Bernoulli responses. For brevity, only the results for Gaussian and Bernoulli mixed models are presented; the results for Poisson GLMMs are similar and are provided in the Supplementary Material. For CREPE, we chose the adaptive weights as follows. Let $\tilde{\beta} = (\tilde{\beta}_f, \tilde{\beta}_c)$ and $\tilde{\Sigma}$ denote the maximum likelihood estimators of the fixed effects coefficients and random effects covariance matrix, based on fitting a saturated GLMM using the lme4 package (Bates et al. (2014)). Then we set $\tilde{w}_k = |\tilde{\beta}_k|^{-2}$ and $\tilde{v}_k = |\tilde{\Sigma}|_{kk}^{-2}$, where $|\tilde{\Sigma}|_{kk}$ denotes the $k^{th}$ diagonal element of $\tilde{\Sigma}$. The saturated GLMM fit was also used to obtain starting values for the CREPE estimator. It is worth pointing out that the current version of lme4 (version 1.1-10 at the time of writing) does not permit fitting mixed models when the number of random effects exceeds cluster size, $p_c > m$. Instead, we used an older version (version 1.0-6) that did permit such saturated models to be fitted.

In all three settings, we used a BIC-type criterion to select the tuning parameter for CREPE, $\text{BIC}_{\lambda} = -2\ell(\hat{\Psi}) + \log(n) \dim(\hat{\Psi})$, where $\dim(\hat{\Psi})$ denotes the number of non-zero estimated parameters in $\hat{\Psi}$. The model complexity penalty used in the BIC is based on the log of the number of clusters, $n$. More generally, our use of a BIC-type criterion for tuning parameter selection is comparable to what has been advocated in Bondell, Krishna and Ghosh (2010) and Lin, Pang and Jiang (2013), amongst others. We did however also consider the use of an AIC-type criterion, where $\log(n)$ was replaced by 2 as the model complexity penalty, with results (not shown) indicating that it tended to overfit both the fixed and random effects.

For each combination of $n$ (number of clusters) and $m$ (cluster size) consid-
erred, we generated 200 datasets. We assessed performance in terms of both model selection and model accuracy. For the former, we considered the mean number of false positives (truly zero coefficients not shrunk to zero, indicative of overfitting) and false negatives (truly non-zero coefficients shrunk to zero, indicative of underfitting) for the fixed effects, and the percentage of datasets with correctly chosen random effects. We also recorded the percentage of datasets where the method produced non-hierarchical shrinkage, where one or more covariates end up being selected as a random effect only. As discussed below (2.1), such non-hierarchical shrinkage is not permitted by the design of the CREPE penalty. In the Supplementary Material, we also present the percentage of datasets where the method obtained the correct model.

To assess model accuracy, we computed two measures for each method: the Kullback-Leibler distance between the true and fitted models, and the model error defined as the squared Euclidean norm between the estimated and true parameters. We subsequently computed a median relative Kullback-Leibler distance and the median relative model error, the median of the ratios of the Kullback-Leibler distance (or model error) between the CREPE estimator and the alternative method. Relative Kullback-Leibler distances and model errors less than one were indicative of CREPE having better model accuracy. Similar measures of model accuracy were used in Bondell, Krishna and Ghosh (2010) and Lin, Pang and Jiang (2013), among many others. Because the results for both measures were similar, we only present the relative Kullback-Leibler distance results in main text, and present the results for relative model errors in the Supplementary Material.

5.1. Normal responses

We adapted the simulation design in Bondell, Krishna and Ghosh (2010), but allowed the number of fixed effects to grow with \( n \). In detail, datasets were simulated from a linear mixed model with the number of predictors growing at rate \( p = \lceil 7n^{1/4} \rceil \) where \( \lceil \cdot \rceil \) is the ceiling function. Covariates \( x_{ij} \) were constructed by setting the first element to one for a fixed intercept, and generating the remaining elements from a multivariate Gaussian distribution with mean zero and covariance matrix \( \text{Cov}(x_{ijr}, x_{ij\ell}) = 0.5^{|r-\ell|} \). The covariates for the random effects \( z_{ij} \) were taken as the first eight covariates of \( x_{ij} \), so \( p_c = 8 \) and \( p_f = p - p_c \) grows at the same rate as \( p \). For the true model, the first eight elements of \( \beta_0 \) were set to \((-1, 3, 1.5, 0, 0, 2, 1, 0)\). Then every third term was set to alternating values of \( \pm1 \). The true \( 8 \times 8 \) covariance matrix for the random effects, \( \Sigma_0 \), consisted of two
non-zero blocks: I) a $2 \times 2$ matrix with diagonal entries 9 and 4, and off-diagonal entries of 4.8, occupying rows/columns 1 and 2 of $\Sigma_0$, II) a $2 \times 2$ diagonal matrix with entries 2, occupying rows/columns 6 and 7 of $\Sigma_0$. This resulted in four informative composite effect covariates. Responses $y_{ij}$ were then generated from a Gaussian distribution with variance $\sigma_0^2 = 1$. We considered combinations of $n = 30, 60$ clusters (corresponding to $p = 17$ and 20 respectively) and cluster sizes of $m = 5, 10, 20$.

Three penalized estimators were compared: (1) CREPE with $\nu = 2$ in the adaptive weights for CREPE, (2) the M-ALASSO penalty of Bondell, Krishna and Ghosh (2010), and (3) the ALASSO penalty of Lin, Pang and Jiang (2013). To the best of our knowledge, these three procedures are currently the only penalties publicly available in R for selecting both fixed and random effects, and we found no additional methods. Since all procedures perform joint selection of fixed and random effects, we took the model error as $ME = \| \hat{\beta} - \beta_0 \|^2 + \| \text{vech}(\Sigma) - \text{vech}(\Sigma_0) \|^2$.

Overall, CREPE performed the best in selecting both fixed and random effects, as well as in model accuracy (Table 1 and Supplementary Material Table 1). M-ALASSO tended to choose a smaller number of fixed effects compared to CREPE, as reflected in the lower number of false positives but higher number of false negatives, while ALASSO performed worst as it severely overfitted the fixed effects. For random effects, M-ALASSO performed slightly better than CREPE although differences between the two were minor at the larger cluster sizes. For all settings, CREPE performed best in terms of selecting the correct model (Supplementary Material Table 1). ALASSO tended to underfit the random effects and shrink rows/columns 6 and 7 of the covariance matrix to zero. This underfitting of the random effects by ALASSO may be a result of the BIC used for the selecting the tuning parameter, which involves a large model complexity penalty $\log(mn)$ (following the recommendation in Lin, Pang and Jiang, 2013). The median relative Kullback-Leibler distance was less than one in all but one case, indicating that CREPE has better model accuracy compared to the two alternative methods.

Both M-ALASSO and ALASSO presented cases of non-hierarchical shrinkage, particularly on element 7 in $x_{ij}$ (and equivalently $z_{ij}$) where the fixed effect was shrunk to zero while the corresponding random effect remained in the final model. Not surprisingly, the percentage of datasets where non-hierarchical shrinkage occurred decreased with increasing cluster size $m$. 

<table>
<thead>
<tr>
<th>CREPE</th>
<th>M-ALASSO</th>
<th>ALASSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>47</td>
<td>50</td>
</tr>
<tr>
<td>60</td>
<td>55</td>
<td>60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FP</th>
<th>FN %RE</th>
<th>%S</th>
<th>RKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3</td>
<td>2.4</td>
<td>0.08</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>2.8</td>
<td>0.12</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>3.2</td>
<td>0.16</td>
</tr>
</tbody>
</table>
Table 1. Simulation results for linear mixed models. Performance was assessed the mean number false positives (FP) and false negatives (FN) for the fixed effects, the percentage of datasets with correctly chosen random effects components (%RE), percentage of datasets where there was non-hierarchical shrinkage (%S), and median relative Kullback-Leibler distance (RKL). Since %S was equal to zero for CREPE, this column is omitted from the table.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>CREPE</th>
<th>M-ALASSO</th>
<th>ALASSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FP</td>
<td>FN</td>
<td>%RE</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>38</td>
<td>0.23</td>
<td>1.02</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>86</td>
<td>0.03</td>
<td>0.28</td>
</tr>
<tr>
<td>20</td>
<td>60</td>
<td>95</td>
<td>0.01</td>
<td>0.24</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>42</td>
<td>0.05</td>
<td>0.28</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>93</td>
<td>0</td>
<td>0.10</td>
</tr>
<tr>
<td>20</td>
<td>60</td>
<td>97</td>
<td>0.01</td>
<td>0.07</td>
</tr>
</tbody>
</table>

5.2. Bernoulli responses

We generated datasets from a Bernoulli GLMM using the same rate of growth of \( p \) (and thus \( p_f \)) as in Section 5.1. Covariates \( x_{ij} \) and \( z_{ij} \) were constructed in the same manner as in the Gaussian response case, \( z_{ij} \) being taken as the first eight covariates of \( x_{ij} \) such that \( p_c = 8 \). The elements of \( \beta_0 \) were the same as in Setting 1, while the true \( 8 \times 8 \) covariance matrix \( \Sigma_0 \) was set to a diagonal matrix with the entries \((1,1,0,0,0,1,0,0)\). Responses \( y_{ij} \) were then generated from a Bernoulli distribution with logit link. For CREPE, we used \( \nu = 2 \) for the adaptive LASSO weights. We considered combinations of \( n = 50, 100 \) clusters, corresponding to \( p = 19 \) and \( 23 \) respectively, and cluster sizes of \( m = 10, 20 \). We had intended to perform simulations at \( m = 5 \) also, as we did with Gaussian and Poisson responses, but found that we were unable to obtain suitable adaptive weights for CREPE based on a saturated GLMM fit. This was not surprising given the small cluster size \( m = 5 \) and relative lack of information in Bernoulli responses. While other methods of obtaining adaptive weights are possible, they are outside the scope of this work (see also our discussion in Section 7).

To our knowledge, no R packages are currently available for performing joint selection in mixed models with non-normal responses. For comparison with CREPE then, we considered the \texttt{glmmLasso} package (Groll and Tutz (2014)), which performs fixed effects selection only in GLMMs using the unweighted LASSO penalty. With this method, we considered two possibilities: the random effects component was known and only elements \( 1, 2, \) and \( 6 \) of \( z_{ij} \) were included; the random effects was unknown and all eight elements of \( z_{ij} \) were included. Our fitting models of such models via \texttt{glmmLasso} is unconventional in
allowing fixed effects to be penalized when the corresponding random effects (by definition of the program) cannot be penalized. We see this less as an argument against \texttt{glmmLasso} and more one in favour of using CREPE as a penalty.

Because \texttt{glmmLasso} only performs selection of the fixed effects here, the model error is based only on the fixed effects, \(\text{ME} = \|\beta - \beta_0\|^2\). This avoids confounding the results with whether the true and saturated random effects structure was used for \texttt{glmmLasso}. We considered several ways of implementing the package, and we present results based on the method which worked best, namely constructing a solution path from the smallest to the largest value of the tuning parameter.

CREPE performed better than both versions of \texttt{glmmLasso} at selecting the fixed effects, except at \(n = 50\) and \(m = 10\) where it had a slight tendency to underfit the fixed effects (Table 2 and Supplementary Material Table 3). This underfitting may explain why the relative Kullback-Leibler distance for both versions of \texttt{glmmLasso} was greater than one for this setting. In all other settings, CREPE had better model accuracy as reflected in the relative Kullback-Leibler distance (and model errors in Supplementary Material Table 2). At \(n = 50\), both versions of \texttt{glmmLasso} tended to overfit the fixed effects, a result that may be partly attributed to the lack of adaptive weights. Regarding random effects selection, even at \(n = 100\) and \(m = 20\), CREPE was only able to correctly pick the true random effects structure half the time, with a tendency to overfit and fail to shrink rows/column 3 of the estimated \(D\) to zero (note this covariate has a corresponding non-zero fixed effect).

When the true random effects structure was known, \texttt{glmmLasso} presented no cases of non-hierarchical shrinkage (%S). By contrast, when a saturated structure was assumed for the random effects, strong evidence of non-hierarchical shrinkage was observed for \texttt{glmmLasso}, as it shrank one or more of the fixed effects for covariates 4, 5, and 8 to zero while leaving the corresponding random effects in the model. This was not surprising as our application of \texttt{glmmLasso} allows fixed effects to be penalized in a situation where the program (by definition) cannot penalize the corresponding random effects.

6. Application to Yale Infant Study

To illustrate the application of CREPE, we analyzed the Yale infant growth study of Wasserman and Leventhal (1993), which aimed to identify, among other things, whether cocaine exposure during pregnancy affects weight gain in chil-
Table 2. Simulation results for Bernoulli GLMMs. Performance was assessed based on the mean number false positives (FP) and false negatives (FN) for the fixed effects, the percentage of datasets with correctly chosen random effects components (%RE, for CREPE only), the percentage of datasets where there was non-hierarchical shrinkage (%S), and median relative Kullback-Leibler distance (RKL). Since %S was equal to zero for CREPE, the column is omitted from the table.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>CREPE</th>
<th>glmLassotrue</th>
<th>glmLassosat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FP</td>
<td>FN</td>
<td>%RE</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>0.68</td>
<td>0.71</td>
<td>17</td>
</tr>
<tr>
<td>20</td>
<td>0.13</td>
<td>0.01</td>
<td>31</td>
<td>2.54</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.15</td>
<td>0.02</td>
<td>11</td>
</tr>
<tr>
<td>20</td>
<td>0.04</td>
<td>0</td>
<td>51</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Children. The dataset was also used in Ibrahim et al. (2011). A total of n = 298 infants were recruited for the study, and their weight (in pounds) monitored over the study period. Seven predictors were available for analysis: gender of infant (1 for male; 0 for female), ethnicity (1 for African American; 0 otherwise), previous pregnancies (1 for yes; 0 for no), cocaine use by mother (1 for yes; 0 for no), age of mother (years), gestational age of infant (weeks), and day of visit during the study period (a proxy for time since entering the study). The number of visits for each infant ranged from m = 2 to m = 30, with a median of m = 10 visits. The goal of this analysis was to identify important predictors of infant weight, while accounting for heterogeneity between infants at baseline and over time.

It is natural to include the first four, time-independent covariates (gender, ethnicity, previous pregnancies, cocaine use) in the model a-priori as fixed effects (pf = 4), and to include the three other time-varying covariates (age of mother, gestational age, day of visit) as composite effects (pc = 3). An intercept was also included in the model as a composite effect. Prior to analysis, the three continuous covariates were standardized to have mean zero and variance one. Adaptive weights were constructed by fitting the saturated model and setting ν = 2. Using BIC to select the tuning parameter, the final model based on the CREPE estimator had the following structure

\[
\hat{\mu}_{ij} = 6.962 - 0.190 \times \text{gender}_i + 0.245 \times \text{cocaine use}_i + 0.539 \times \text{gestational age}_i + 2.642 \times \text{visit}_ij + b_{0i} + b_i \times \text{visit}_ij;
\]

\[
\hat{D} = \begin{pmatrix}
0.548 & 0.277 \\
0.277 & 0.214
\end{pmatrix}; \quad \sigma^2 = 0.517.
\]

Of the four baseline covariates, CREPE identified gender and cocaine depen-
dency as significant predictors of infant weight. In particular, prenatal cocaine exposure (PCE) was associated with higher infant weight, a surprising result given studies previously have found significant evidence relating PCE and low birth weight (e.g. see the meta-analysis by Gouin, Murphy and Shah (2011)). Of the time-varying covariates, CREPE identified gestational age as an important fixed effect only, and day of visit as an important composite effect, with larger values of both leading to higher overall infant weights. There was also significant variability between infant weights at baseline as reflected in the inclusion of a random intercept, in addition to the variability regarding how weights changed as a function of the day of visit.

Comparing the model chosen by CREPE to the one selected using the SCAD and ICQ method of Ibrahim et al. (2011) (see their Table 2), we find that the latter identified gestational age as (also) having an important random effect, and the age of the mother as having a significant random but not fixed effect, an example of non-hierarchical shrinkage. However, Ibrahim et al. (2011) did not include a random intercept as a candidate covariate, while in our analysis there was substantial variation between infants in their weights at baseline. It is of interest to point out that had we started with the saturated model and applied backwards elimination based on likelihood ratio tests (using anova with lmer in the R package), then this approach would have produced the same set of informative fixed and random effects as the model selected using CREPE.

7. Discussion

One avenue of research is to extend CREPE to ultra high-dimensional GLMMs, where the number of fixed and/or random effect potentially grows at a faster rate than the number of clusters and cluster size. Such an extension though is of more theoretical interest than of practical relevance. This extension is by no means straightforward: the adaptive weights require modification since the saturated GLMM can no longer be fitted using maximum likelihood estimation (e.g., weights might be constructed based on marginal models, Huang, Ma and Zhang (2008)), and the asymptotic theory demands growing $n$ and $m$, differing assumptions on the degree of sparsity, and careful consideration of the differing impacts fixed and random effects have on the mixed model.

Supplementary Materials

The proof of Theorem 2, additional simulations results for Gaussian and
Bernoulli GLMMs, full results for Poisson GLMMs, and R for implementing the CREPE penalty may be found in the Supplementary Material.
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