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Abstract: We propose a general method for constructing Latin hypercubes of flexible

run sizes for computer experiments. The method makes use of arrays with a special

structure and Latin hypercubes. By using different such arrays and Latin hyper-

cubes, the proposed method produces various types of Latin hypercubes includ-

ing orthogonal and nearly orthogonal Latin hypercubes, sliced Latin hypercubes,

and Latin hypercubes in marginally coupled designs. In addition, the proposed

algebraic design construction is particularly efficient as it does not need any opti-

mization search but still produces Latin hypercubes whose space-filling properties

are comparable with those generated by the common and latest methods in the

literature.
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1. Introduction

In computer experiments, space-filling designs that aim to spread the de-

sign points evenly over the entire design space are generally used. A commonly

used class of space-filling designs is the Latin hypercube. Their popularity comes

from the feature that when projecting an n-point design onto any dimension,

there is exactly one point in each of n equally-spaced intervals. This feature

of Latin hypercubes is known as one-dimensional space-filling property. A ran-

dom Latin hypercube may not be space-filling in two or higher dimensions. To

achieve multi-dimensional space-filling property, various optimality criteria have

been proposed. These include maximin distance criterion (Morris and Mitchell

(1995)), multi-dimensional projection (Tang (1993); Moon, Dean, and Santner

(2011)), orthogonality and near orthogonality (see, for example, Sun, Liu, and

Lin (2009); Yang and Liu (2012); Georgiou and Efthimiou (2014)), and the dis-

crepancy criterion (Fang et al. (2000)). Attempts have also been made to seek

designs based on multiple optimality criteria. For example, Joseph and Hung

(2008) searched for Latin hypercubes based on two criteria, maximin distance

criterion and orthogonality; Leary, Bhaskar, and Keane (2003) considered both

the maximin distance criterion and multi-dimensional projection by searching for
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maximin designs within the class of orthogonal array-based Latin hypercubes. A
detailed account of Latin hypercubes can be found in Lin and Tang (2015) and
the references therein. Despite the rich literature, an important yet challenging
issue is to find optimal Latin hypercubes of large run sizes and high dimensions
in a timely fashion.

For computer experiments with qualitative and quantitative factors, Qian
(2012) introduced sliced Latin hypercube design, a special Latin hypercube design
that can be partitioned into slices of smaller Latin hypercube designs. For run
size economy, Deng, Hung, and Lin (2014) introduced marginally coupled designs
in which a design for quantitative factors is a sliced Latin hypercube design with
respect to each column of a design for qualitative factors.

The objective of this article is to introduce a general method of constructing
Latin hypercubes. The method is shown to be flexible and powerful as it leads to
several types of Latin hypercubes: orthogonal and nearly orthogonal Latin hy-
percubes, sliced Latin hypercubes, and those in marginally coupled designs. In
addition, we empirically show that the proposed method provides a computation-
ally efficient way to generate large-scale Latin hypercubes with near optimality
of the maximin distance criterion.

The remainder of the paper is organized as follows. Section 2 presents no-
tation, definitions and background. Section 3 introduces the new method for
constructing Latin hypercubes. Applications of the proposed method to con-
struct different classes of Latin hypercubes are considered in Section 4. We end
with some concluding remarks in Section 5, and relegate proofs to the Appendix.

2. Notation, Definitions and Background

Two columns are said to be orthogonal if all possible level combinations
appear equally often. An s-level orthogonal array of strength t for m factors,
denoted by OA(n,m, s, t), is an n ×m matrix with each column taking s levels
1, . . . , s and, for every n× t submatrix of the array, each of all possible level com-
binations appears equally often. An OA(n,m, s, t), say A, is said to be completely
resolvable (CR) if it can be expressed as A = (AT

1 , . . . ,A
T

n/s)
T such that each of

A1, . . . ,An/s is an OA(s,m, s, 1). We denote such an array by CROA(n,m, s, t).
A Latin hypercube L with n runs and p factors is an n× p matrix in which

each column is a random permutation of n equally-spaced levels. Without loss
of generality, we use the n levels −(n− 1)/2,−(n− 3)/2, . . . , (n− 1)/2. As such,
the sum of the elements in each column of L is zero and the sum of squares of
these elements is n(n2 − 1)/12. Given an L = (lij), a Latin hypercube design
X = (xij) on the design space [0, 1)p is obtained via the linear transformation

xij =
lij + (n− 1)/2 + uij

n
, (2.1)

where uij ’s are random numbers from [0, 1).
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For any two design points u = (u1, . . . , up) and v = (v1, . . . , vp) in the design

space, the inter-point distance between u and v is

d(u,v) =
( p∑

j=1

|uj − vj |q
)1/q

. (2.2)

When q = 1 and q = 2, the measure in (2.2) becomes the rectangular and

Euclidean distances, respectively. The maximin distance criterion seeks a design

of n points in the design space that maximizes the smallest inter-point distance.

Morris and Mitchell (1995) introduced a computationally efficient scalar-value

criterion of maximin distance criterion. It is based on a distance list (d1, . . . , dk)

and an index list (J1, . . . , Jk). The distance list contains the distinct values of

inter-point distances, sorted from the smallest to the largest. For i = 1, . . . , k, Ji
in the index list is the number of pairs of design points in the design separated

by the distance di. Note that 1 ≤ k ≤ n(n − 1)/2. Morris and Mitchell (1995)

defined

ϕλ =
( k∑

i=1

Jid
−λ
i

)1/λ
, (2.3)

where λ is a positive integer. For large values of λ, the design that minimizes

ϕλ in (2.3) is a maximin design. Thus in this paper we set λ = 15, which is also

commonly used in the literature (Joseph and Hung (2008)).

For a matrix X = (x1, . . . ,xp), where xi is the ith column of X, define

the correlation between the ith column and the jth column to be ρij(X) =

(xT

i xj)/(x
T

i xix
T

jxj)
1/2. A matrix is called column-orthogonal if the correlation

between any two distinct columns is zero. A Latin hypercube is said to be

orthogonal if it is column-orthogonal. If all the pairwise correlations are relatively

small, then the Latin hypercube is nearly orthogonal.

Let D1 and D2 be the designs for qualitative factors and quantitative factors,

respectively. A design (D1,D2) is called a marginally coupled design if (i) D2

is a Latin hypercube design, and (ii) the rows in D2 corresponding to any level

of any factor in D1 form a small Latin hypercube design. In the case of single

qualitative factor, D1 is a vector of s levels, and D2 is a sliced Latin hypercube

design of s slices such that (D1,D2) is a marginally coupled design.

3. Design Construction

Let r, s, and f be positive integers with s ≥ 2. Suppose that A is a (rs2)×
(2f) array for which each column has s levels 1, . . . , s, B is a (rs) × p Latin

hypercube, and Cq is an s×p Latin hypercube for q = 1, . . . , r. The array A can

be partitioned as A = (AT

1 , . . . ,A
T

r )
T such that each of A1, . . . ,Ar is an s2×(2f)

matrix. The Latin hypercube B can be partitioned as B = (BT

1 , . . . ,B
T

r )
T such

that each of B1, . . . ,Br is an s× p matrix. For q = 1, . . . , r, let bq,ij and cq,ij be
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the (i, j)th element of Bq and Cq, respectively. The following construction steps

are proposed.

I. For j = 1, . . . , p, obtain a (rs2)× (2f) matrix Uj from A by replacing level i

in Aq by bq,ij for i = 1, . . . , s and q = 1, . . . , r.

II. For j = 1, . . . , p, obtain a (rs2)× (2f) matrix Vj from A by replacing level i

in Aq by cq,ij for i = 1, . . . , s and q = 1, . . . , r.

III. For j = 1, . . . , p, obtain a (rs2) × (2f) matrix Lj by letting its (2k − 1)th

column be

lj,2k−1 = vj,2k−1 + suj,2k,

and its (2k)th column be

lj,2k = −suj,2k−1 + vj,2k,

for k = 1, . . . , f , where uj,h and vj,h are the hth column of Uj and Vj , re-

spectively, for h = 1, . . . , 2f . Obtain the matrix L = [L1, . . . ,Lp] of order

(rs2)× (2fp).

For r = 1, if B = Cr and A is an OA(s2, 2f, s, 2), the proposed method

is equivalent to that of Lin, Mukerjee, and Tang (2009) that was proposed to

construct orthogonal and nearly orthogonal Latin hypercubes. By allowing dif-

ferent values of r and using Latin hypercubes B and Cq’s of varying sizes, we

are going to show that the proposed method is more flexible because it produces

various classes of Latin hypercubes. The three-step procedure uses the same Aq

for different values of j’s in obtaining Uj ’s in Step I and Vj ’s in Step II. Al-

ternatively, for different values of j = 1, . . . , p, we can use different designs that

are isomorphic to Aq. In this case the proposed procedure is shown to lead to a

vast class of space-filling Latin hypercubes with desirable projection properties.

For convenience, we call the approach using isomorphic Aq’s for different j’s the

generalization method and the one using identical Aq for different j’s the basic

method. Two designs are said to be isomorphic if one can be obtained from the

other by reordering the runs, relabeling the factors having the same number of

levels, and/or relabeling the levels of one or more factors.

Proposition 1. The matrix L obtained via the basic method or the generaliza-

tion method is a Latin hypercube if for q = 1, . . . , r, Aq satisfies that every two

consecutive columns of A, aq,2k−1 and aq,2k for k = 1, . . . , f , are orthogonal.

Proposition 1 indicates that the proposed methods provide new ways for

constructing Latin hypercubes. We obtain Latin hypercubes by smaller ones

B and Cq’s and an array A that meets the condition in Proposition 1. To

understand Proposition 1, one can think of A and B together providing a global

layout of L, while each Cq controls the local configurations of L. Such a global

layout can be viewed as the superposition of r components each of which is
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determined by each pair of Aq and Bq. Therefore, a sliced Latin hypercube B
is used to enhance space-filling property of L. In addition, A does not have to
be an orthogonal array, and thus it is less restrictive. One way to obtain such
an A is to stack r replicates of an s-level orthogonal array of s2 runs row by
row. Another way is to choose columns satisfying the condition from an s-level
saturated orthogonal array of rs2 runs.

Example 1. Consider the case s = 2, r = 2, f = 1, p = 2. Let

AT =

(
1 2 1 2 1 2 1 2
1 2 2 1 2 1 1 2

)
,

B1 =
1

2

(
1 3

−1 −3

)
, B2 =

1

2

(
3 −1

−3 1

)
, and C1 = C2 =

1

2

(
1 −1

−1 1

)
.

Then Steps I and II provide

U1 =
1
2



1 1
−1 −1
1 −1

−1 1
3 −3

−3 3
3 3

−3 −3


,U2 =

1
2



3 3
−3 −3
3 −3

−3 3
−1 1
1 −1

−1 −1
1 1


,V1 =

1
2



1 1
−1 −1
1 −1

−1 1
1 −1

−1 1
1 1

−1 −1


,V2 =

1
2



−1 −1
1 1

−1 1
1 −1

−1 1
1 −1

−1 −1
1 1


.

Step III yields

L1 =
1

2



3 −1
−3 1
−1 −3
1 3

−5 −7
5 7
7 −5

−7 5


,L2 =

1

2



5 −7
−5 7
−7 −5
7 5
1 3

−1 −3
−3 1
3 −1


.

Because the A chosen satisfies the condition in Proposition 1, we obtain a Latin
hypercube L = [L1,L2] of order 8× 4.

Example 2. Consider the case s = 4, r = 2, f = 4. Take the OA(32, 9, 4, 2) from

the website Sloane (2014), remove the first column of this orthogonal array and

use the remaining eight columns as A. It satisfies the condition in Proposition 1.

Let

B1 =
1
2


5 7

−1 −5

−7 1

3 −3

 , B2 =
1
2


7 5

−5 −1

1 −7

−3 3

 , C1 =
1
2


1 −3

3 1

−1 3

−3 −1

 , and C2 =
1
2


−3 −3

−1 1

1 −1

3 3

 .

The construction provides a group of 32×16 Latin hypercubes. To illustrate the

improved projection property offered by the generalization method over the basic
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Figure 1. (a) the pairwise scatter plot of the (1, 2, 9, 10)th columns in a
Latin hypercube design based on L in Example 2, obtained using (a) the
basic method, (b) the generalization method.

method, Figure 1 displays the pairwise scatter plots of the (1, 2, 9, 10)th columns
of one design generated from the basic method and one from the generalization
method. Note that there are no clustered points in Figure 1b. Pairwise plots
of other columns exhibit similar patterns. In addition, the rectangular distance
measurement ϕλ in (2.3) with λ = 15 of Latin hypercube designs produced by
the basic and generalization method are 0.421 and 0.347, respectively, indicating
that the generalization method produces Latin hypercube designs that are more
space-filling in terms of maximin distance criterion.

4. Applications

This section applies the proposed basic and generalization methods to con-
struct various types of Latin hypercubes. By choosing different A, B, and Cq’s,
the proposed methods produce a vast class of Latin hypercubes. We show em-
pirically that this class contains designs whose maximin criterion values can be
comparable to those produced by the R packages lhs (Carnell (2012)) and SLHD
(Ba (2013); Ba, Brenneman, and Myers (2014)). The first package has been used
frequently in practice and in the literature and the latter is relatively new and
has been shown to perform better than some existing ones. We also provide the
conditions of A, B, and Cq’s for the design constructed to be an orthogonal
Latin hypercube, and illustrate how new orthogonal Latin hypercubes can be
constructed. In addition, the proposed methods are shown to construct space-
filling Latin hypercubes in marginally coupled designs.

4.1. Construction of maximin Latin hypercubes

This section investigates the performance of the proposed methods by com-
paring them with some existing algorithmic approaches on maximin Latin hyper-
cube designs. For the proposed methods, we consider four approaches. Approach
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I is the basic method that uses identicalAq for different values of j’s in Steps I and
II. Denote this orthogonal array by A0. Approaches II, III, and IV correspond
to the generalization method when the Aq’s are obtained from the A0 by row
permutations, column permutations, and both row and column permutations,
respectively.

To compare Approaches I − IV with the packages lhs and SLHD, we consid-
ered the rectangular distance criterion ϕλ in (2.3) with λ = 15. Table 1 lists such
rectangular distance measurements of maximin Latin hypercubes of various run
sizes and factors. Approaches I - IV used A0 = OA(s2, 2f, s, 2) from the website
Sloane (2014). A random sliced Latin hypercube was used for B = (BT

1 , . . . ,B
T

r )
T

and a maximin Latin hypercube generated by the package lhs was used for Cq for
q = 1, . . . , r. Because B was randomly generated and Approaches II, III and IV
used the random row, column, row with column permutations, different designs
were generated for the same design size. We repeated each approach 100 times,
and choose the minimum ϕλ value of the 100 designs shown Table 1. For fair
comparison, for the package lhs, we also generated 100 maximin Latin hyper-
cube designs of n runs on (0, 1)m using the R command maximinLHS(n,m),
and show the minimum ϕλ value. For the package SLHD, we used R command
maximinSLHD(t = 1,m = n, k = m, itermax = 100) to generate a maximin
Latin hypercube design of n runs and m factors. Here itermax represents the
maximum allowable iterations in the optimization. Since itermax=100 is large
enough, repeating this command leads to almost identical ϕλ value for each de-
sign size shown in Table 1. There is no need to repeat this command. Table 1
also lists the computing time of the packages lhs and SLHD on a personal com-
puter with Intel i7 CPU 2.8 GHz. Since the proposed methods generate designs
algebraically, its computing time is a few seconds and thus is negligible. For
example, the computing time for the last case in Table 1 was 2.9 seconds.

Table 1 reveals that among the six methods, Approaches II, IV and the
package SLHD produce Latin hypercube designs with similar measurements of
the maximin distance criterion. From the computational efficiency point of view,
the package SLHD requires much more computing time, especially for large n
and m, whereas Approaches II and IV are much more efficient.

4.2. Construction of orthogonal and nearly orthogonal Latin hyper-
cubes

This section shows that the proposed methods can be used to construct new
orthogonal and nearly orthogonal Latin hypercubes. When Aq’s are taken to
be orthogonal arrays in the basic method, the correlation between any pair of
columns in the resulting Latin hypercube can be quantified by the correlation be-
tween columns of Bq, the correlation between columns of Cq, and the correlation
of columns between Bq and Cq.
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Table 1. The rectangular distance measurement ϕλ in (2.3) with λ = 15
and computing time of maximin Latin hypercube designs of of n runs and m
factors produced by Approaches I, II, III, IV, the packages lhs and SLHD.

n m r s f p
ϕλ with λ = 15 Computing Time (’s)

I II III IV lhs SLHD tlhs tSLHD

98 24 2 7 4 3 0.2601 0.2556 0.2644 0.2557 0.2656 0.2337 1.55 32.58
98 48 2 7 4 6 0.1164 0.1169 0.1174 0.1171 0.1202 0.1122 3.08 49.90
245 24 5 7 4 3 0.4067 0.3075 0.3643 0.3034 0.3337 0.2751 15.68 193.60
245 48 5 7 4 6 0.1443 0.1352 0.1409 0.1349 0.1433 0.1291 31.49 519.23
490 24 10 7 4 3 0.5476 0.3456 0.4468 0.3434 0.3922 0.3068 105.04 2362.77
490 48 10 7 4 6 0.1740 0.1497 0.1645 0.1492 0.1649 0.1433 212.85 3536.49
338 42 2 13 7 3 0.2277 0.1644 0.2239 0.1641 0.1796 0.1564 66.88 960.39
338 84 2 13 7 6 0.0797 0.0774 0.0804 0.0774 0.0810 0.0756 129.64 2381.34
845 42 5 13 7 3 0.3541 0.1896 0.3121 0.1886 0.2246 0.1792 887.86 12161.57
845 84 5 13 7 6 0.1080 0.0879 0.1019 0.0879 0.0952 0.0863 1712.38 23875.75
1690 42 10 13 7 3 0.4989 0.2099 0.4163 0.2083 0.2720 0.1982 6631.00 61581.84
1690 84 10 13 7 6 0.1325 0.0967 0.1174 0.0966 0.1088 0.0951 12755.74 105372.90

Proposition 2. Suppose that each of A1, . . . ,Ar is an OA(s2, 2f, s, 2). For m ̸=
m′, the correlation ρmm′(L) between the m and m′th columns of L obtained via
the basic method is

12
r∑

q=1
t
Bq
j t

Bq

j′

r(r2s4−1)
,

m = (j − 1)2f + 2k − 1,m′ = (j′ − 1)2f + 2k′ − 1, k ̸= k′ or
m = (j − 1)2f + 2k,m′ = (j′ − 1)2f + 2k′, k ̸= k′;

12
r∑

q=1
(s2t

Bq

jj′+t
Cq

jj′ )

rs(r2s4−1)
,

m = (j−1)2f + 2k − 1,m′ = (j′−1)2f + 2k′−1, j ̸= j′, k=k′

or m = (j − 1)2f + 2k,m′ = (j′ − 1)2f + 2k′, j ̸= j′, k = k′;

−
12

r∑
q=1

t
Bq
j t

Bq

j′

r(r2s4−1)
,

m = (j − 1)2f + 2k − 1,m′ = (j′ − 1)2f + 2k′, k ̸= k′ or
m = (j − 1)2f + 2k,m′ = (j′ − 1)2f + 2k′ − 1, k ̸= k′;

−
12

r∑
q=1

(t
Bq
j t

Bq

j′ −t
Cq,Bq

jj′ +t
Bq,Cq

jj′ )

r(r2s4−1)
, m = (j − 1)2f + 2k − 1,m′ = (j′ − 1)2f + 2k′, k = k′;

−
12

r∑
q=1

(t
Bq
j t

Bq

j′ −t
Bq,Cq

jj′ +t
Cq,Bq

jj′ )

r(r2s4−1)
, m = (j − 1)2f + 2k,m′ = (j′ − 1)2f + 2k′ − 1, k = k′,

where j ∈ {1, . . . , p}, j′ ∈ {1, . . . , p}, k ∈ {1, . . . , f}, k′ ∈ {1, . . . , f}, t
Bq

j =∑s
i=1 bq,ij, t

Cq

j =
∑s

i=1 cq,ij, t
Bq

jj′ =
∑s

i=1 bq,ijbq,ij′, t
Cq

jj′ =
∑s

i=1 cq,ijcq,ij′, t
Bq ,Cq

jj′ =∑s
i=1 bq,ijcq,ij′ , t

Cq ,Bq

jj′ =
∑s

i=1 cq,ijbq,ij′ , and bq,ij and cq,ij are the (i, j)th element

of Bq and Cq, respectively.

The following Corollaries 1 and 2, respectively, provide the conditions for

L to be an orthogonal Latin hypercube obtained via the basic method and the

generalization method that applies column permutations to Aq in Steps I and II

for different j’s.
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Corollary 1. The matrix L in the basic method is an orthogonal Latin hyper-
cube if for q = 1, . . . , r, the following all hold: (i) Aq is an OA(s2, 2f, s, 2);
(ii) Bq is column-orthogonal and each column of Bq has mean zero; (iii) Cq

is an orthogonal Latin hypercube; and (iv) BTC is a symmetric matrix where
C = (CT

1, . . . ,C
T

r)
T.

Example 3. Given a r ≥ 1, p = 1 and, for q = 1, . . . , r, let Aq be an
OA(25, 6, 5, 2), B = (BT

1 , . . . ,B
T

r )
T be a permutation of a vector {−(5r − 1)/2,

−(5r − 3)/2, . . . , (5r − 1)/2} such that Bq sums to zero, and Cq be a random
permutation of {−2,−1, 0, 1, 2}. By Corollary 1, we obtain a class of (25r) × 6
orthogonal Latin hypercubes which are new to the literature for r ̸= 52

c−2 with
a positive integer c.

Corollary 2. For a generalization method that applies column permutations to
Aq in Steps I and II for different j’s, the resulting matrix L is an orthogonal Latin
hypercube if the following all hold: (i) the Aq’s, Bq’s, and Cq’s satisfy the con-
ditions of Corollary 1 for q = 1, . . . , r; and (ii) uT

j,2k−1vj′,2k′ + vT

j,2k−1uj′,2k′ = 0,
uT

j,2kvj′,2k′−1+vT

j,2kuj′,2k′−1 = 0, uT

j,2kvj′,2k′−vT

j,2k−1uj′,2k′−1 = 0, uT

j,2k−1vj′,2k′−1

−vT

j,2kuj′,2k′ = 0 for j = 1, . . . , p, j′ = 1, . . . , p, j ̸= j′, k = 1, . . . , f, k′ = 1, . . . , f .

Example 4. Use an OA(16, 4, 4, 2) as A1 and A2 and let

B1 =
1
2


1 5

5 −1

−1 −5

−5 1

 , B2 =
1
2


3 7

7 −3

−3 −7

−7 3

 , and C1 = C2 =
1
2


1 −3

3 1

−1 3

−3 −1

 .

The generalization method in Corollary 2 provides many 32×8 orthogonal Latin
hypercubes.

A few remarks on Corollaries 1 and 2 are in order. Comparing the proposed
methods with the approach in Lin, Mukerjee, and Tang (2009), all orthogonal
Latin hypercubes by the latter can be produced by the former with r = 1.
Corollaries 1 and 2 highlight an important contribution of the proposed methods
as they provide many new orthogonal Latin hypercubes of rs2 runs where s is
odd and r ̸= s2

c−2 for any positive integer c. (Orthogonal Latin hypercubes
with odd s and r = s2

c−2 were given by Pang, Liu, and Lin (2009).) Such
run sizes of orthogonal Latin hypercubes cannot be found by existing methods.
For example, the run sizes of orthogonal Latin hypercubes in Steinberg and Lin
(2006), Sun, Liu, and Lin (2010), and Lin et al. (2010) have n = 22

c
for any

integer c ≥ 2, n = r2c+1 or r2c+1 + 1 for any positive integers c and r, and
n = 8k or 8k+1 for any positive integer k, respectively. In addition, Corollary 2
points out that the generalization method provides orthogonal Latin hypercubes
that are space-filling in low dimensions. Not all column permutations to Aq’s in
the generalization method lead to orthogonal Latin hypercubes. Condition (ii)
of Corollary 2 is used to find such permutations.
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4.3. Construction of Latin hypercubes in marginally coupled designs

This subsection discusses how the proposed methods can be used to con-

struct marginally coupled designs (D1,D2), where D1 and D2 are the designs

for qualitative factors and quantitative factors, respectively. The result of the

basic method is summarized in Proposition 3. Such a result holds for the general-

ization method that applies column permutations to Aq for different j’s in Steps

I and II. When used for constructing marginally coupled designs, the merit of the

proposed methods is that they provide more space-filling Latin hypercubes D2’s

of rs2 runs with r ≥ 2 than those by the existing method, namely, Construction 2

of Deng, Hung, and Lin (2014). Their method obtains columns of D2 based on

the same (rs)-level column in a mixed orthogonal array and thus the points of

the resulting D2 are not well spread-out in the design space.

Proposition 3. Let E = (ET

1, . . . ,E
T

r)
T and F be the designs for qualitative

factors and quantitative factors, respectively, where each of E1, . . . ,Er has s2

runs and F is obtained from L in the basic method via the linear transformation

in (2.1). Design (E,F) is a marginally coupled design if the following properties

of A = (AT

1, . . . ,A
T

r)
T all hold: (i) A satisfies the condition in Proposition 1; and

(ii) for q = 1, . . . , r and for each level of each column of Eq, the corresponding

rows of Aq is an OA(s, 2f, s, 1).

Example 5. Let H be an OA(16, 5, 4, 2) and

HT =


1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4

1 2 3 4 2 1 4 3 3 4 1 2 4 3 2 1

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

1 2 3 4 3 4 1 2 4 3 2 1 2 1 4 3

1 2 3 4 4 3 2 1 2 1 4 3 3 4 1 2

 .

For given p and r and q = 1, . . . , r, let Eq and Aq be the first three and last

two columns of H, respectively, and let Cq be a 4 × p Latin hypercube. Such

Eq’s and Aq’s meet condition (ii) of Proposition 3. Let B be a (4r) × p Latin

hypercube. By Proposition 3, we obtain a marginally coupled design (E,F) with

E = (ET

1 , . . . ,E
T

r )
T and F being a (16r) × (2p) Latin hypercube design from L

via (2.1), where L is constructed using such Aq’s via the basic or generalization

method. Here design E for qualitative factors is a replicated orthogonal array.

Figure 2 displays the pairwise scatter plots of four columns in such a 48×24 Latin

hypercube L with r = 3 and p = 12. The pairwise plots for other columns are sim-

ilar. Figure 2 graphically shows that the proposed method provides marginally

coupled designs that are space-filling. To quantify the space-filling property, we

compute the rectangular distance measurement ϕλ in (2.3) with λ = 15 of L and
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Figure 2. The pairwise scatter plot of four columns in design L in Example 5,
where li represents the ith column of L, for i = 1, . . . , 4.

the resulting distance is 0.224. As a comparison, we used each of the R pack-

ages lhs and SLHD to generate 100 designs, and the minimum ϕλ values were

0.228 and 0.206, respectively. Clearly, the proposed method provides marginally

coupled designs with similar space-filling property.

Example 6. LetE = (ET

1 ,E
T

2 ,E
T

3)
T andA = (AT

1 ,A
T

2 ,A
T

3)
T be the (2, 8, 12, 13)th

and (3, 4, 5, 10, 6, 9, 7, 11)th columns of the OA(27, 13, 3, 2) from the website Sloane

(2014), respectively, where each of E1,E2,E3 and each of A1,A2,A3 have 9 runs.

Such Eq’s and Aq’s meet condition (ii) of Proposition 3. Use a 9×p Latin hyper-

cube B and 3× p Latin hypercubes Cq’s, for q = 1, 2, 3. We obtain a marginally

coupled design (E,F) where F is a 27 × (8p) Latin hypercube design obtained

from L via (2.1), and L is constructed using such Aq’s by the proposed methods.

Here, the design for qualitative factors is a unreplicated three-level orthogonal

array.

Corollary 3 is an application of Proposition 3 when design E is for a single

qualitative factor. It also provides a mechanism to determine the slices of a sliced

Latin hypercube and leads to a rich class of sliced Latin hypercubes. Its proof is

straightforward and thus omitted.

Corollary 3. For j = 1, . . . , s and k = 1, . . . , r, let ωjk = {(j−1)s+(k−1)s2+h :

h = 1, . . . , s} and πk be a random permutation of {1, . . . , s}. Let πk,i be the ith

entry of πk. The matrix L is a sliced Latin hypercube of s slices L1, . . . ,Ls

where Li consists of the {ωπk,ik : k = 1, . . . , r}th rows of L if the following

properties of A all hold: (i) A satisfies the condition in Proposition 1; and

(ii) A is a CROA(rs2, 2f, s, t) (t ≥ 1) in the sense that A can be expressed as

A = (Ã
T

1, . . . , Ã
T

rs)
T such that each of Ã1, . . . , Ãrs is an OA(s, 2f, s, 1).
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Example 7. Consider an OA(32, 8, 4, 2), say H,

HT =



1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

4 3 2 1 3 4 1 2 2 1 4 3 1 2 3 4 4 3 2 1 3 4 1 2 2 1 4 3 1 2 3 4

4 1 3 2 3 2 4 1 4 1 3 2 3 2 4 1 2 3 1 4 1 4 2 3 2 3 1 4 1 4 2 3

4 3 1 2 2 1 3 4 1 2 4 3 3 4 2 1 2 1 3 4 4 3 1 2 3 4 2 1 1 2 4 3

4 2 1 3 4 2 1 3 3 1 2 4 3 1 2 4 1 3 4 2 1 3 4 2 2 4 3 1 2 4 3 1

2 4 3 1 4 2 1 3 4 2 1 3 2 4 3 1 3 1 2 4 1 3 4 2 1 3 4 2 3 1 2 4

3 2 4 1 4 1 3 2 1 4 2 3 2 3 1 4 2 3 1 4 1 4 2 3 4 1 3 2 3 2 4 1

1 4 3 2 2 3 4 1 4 1 2 3 3 2 1 4 4 1 2 3 3 2 1 4 1 4 3 2 2 3 4 1


.

Take a 8 × p Latin hypercube B and 4 × p Latin hypercubes Cq’s, for q =

1, 2. By Corollary 3, the proposed method gives many 32 × (8p) sliced Latin

hypercubes of four slices L1, L2, L3, and L4. For example, if π1 = {1, 3, 4, 2}
and π2 = {2, 4, 1, 3}, slices L1, L2, L3, and L4 correspond to {1 − 4, 21 − 24},
{9− 12, 29− 32}, {13− 16, 17− 20}, and {5− 8, 25− 28} of L, respectively.

5. Conclusions and Discussion

We have introduced a general and flexible method for constructing several

types of Latin hypercubes. The merits of the proposed methods lie in obtaining

many new maximin Latin hypercubes, orthogonal and nearly orthogonal Latin

hypercubes, and those in marginally coupled designs, particularly of large run

sizes and high dimensions.

There are a few issues worth noting. Section 4.1 only considers the random

row and/or column permutations in the generalization method. To construct

maximin Latin hypercube designs, optimization algorithms such as genetic al-

gorithm and simulated annealing can be used to find optimal permutations. In

addition, the optimal choices of A, B, and Cq’s are worth investigating. Aside

from Latin hypercube designs, the proposed method may be useful for construct-

ing such other space-filling designs as uniform designs, and orthogonal and nearly

orthogonal designs (Bingham, Sitter, and Tang (2009)).
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Appendix

Proof of Proposition 1. We first show that Proposition 1 holds for the basic

method. For j = 1, . . . , p and h = 1, . . . , 2f , each column vj,h has s levels

{−(s−1)/2,−(s−3)/2, . . . , (s−1)/2}, and each column uj,h has rs levels {−(rs−
1)/2,−(rs−3)/2, . . . , (rs−1)/2}. Consider the (2k−1)th column lj,2k−1 and the
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(2k)th column lj,2k of Lj . The former is uniquely determined by vj,2k−1 and uj,2k

while the latter is uniquely determined by vj,2k and uj,2k−1. Since Aq satisfies
that the pair of columns, aq,2k−1 and aq,2k, is orthogonal for all q = 1, . . . , r and
k = 1, . . . , f , both the pair of columns, vj,2k−1 and uj,2k, and the pair of columns,
vj,2k and uj,2k−1, have the property that the level combinations appear exactly
once. Thus both the column lj,2k−1 and the column lj,2k are a permutation of
{−(rs2 − 1)/2,−(rs2 − 3)/2, . . . , (rs2 − 1)/2} by definition. Applying similar
arguments, Proposition 1 holds for the generalization method.

Proof of Proposition 2. First, we consider the case m = (j − 1)2f + 2k − 1
and m′ = (j′ − 1)2f + 2k′ − 1. The correlation between the column lj,2k−1 and
the column lj′,2k′−1 is ρmm′(L) = lTj,2k−1lj′,2k′−1/{12−1rs2(r2s4 − 1)}, where

lTj,2k−1lj′,2k′−1 = vT

j,2k−1vj′,2k′−1 + suT

j,2kvj′,2k′−1 + svT

j,2k−1uj′,2k′ + s2uT

j,2kuj′,2k′ .
(A.1)

Here uT

j,2kvj′,2k′−1 = vT

j,2k−1uj′,2k′ = 0 because of the pairwise projection prop-
erty of orthogonal arrays Aq’s and the fact that each column of Cq sums to zero,
for q = 1, . . . , r. Furthermore, in (A.1), for k ̸= k′, we have vT

j,2k−1vj′,2k′−1 = 0
and

uT

j,2kuj′,2k′ =
r∑

q=1

(
s∑

i=1

bq,ij)(
s∑

i=1

bq,ij′)

followed by the pairwise projection property of orthogonal arrays Aq’s, and for
k = k′, we have (i) j ̸= j′; (ii) because the two columns, vj,2k−1 and vj′,2k′−1, use
the same column from A = (AT

1 , . . . ,A
T

r )
T, we have vT

j,2k−1vj′,2k′−1 = s
∑r

q=1∑s
i=1 cq,ijcq,ij′ ; and (iii) because the two columns, uj,2k and uj′,2k′ , use the same

column from A, we have

uT

j,2kuj′,2k′ =

r∑
q=1

s

s∑
i=1

bq,ijbq,ij′ .

As a result, for the case m = (j − 1)2f + 2k − 1 and m′ = (j′ − 1)2f + 2k′ − 1,
we have

lTj,2k−1lj′,2k′−1 =


s2

r∑
q=1

(

s∑
i=1

bq,ij)(

s∑
i=1

bq,ij′), k ̸=k′;

r∑
q=1

(s3
s∑

i=1

bq,ijbq,ij′ + s
s∑

i=1

cq,ijcq,ij′), k=k′, j ̸=j′.

(A.2)

Similar arguments lead to, for the case m = (j−1)2f +2k and m′ = (j′−1)2f +
2k′, lTj,2klj′,2k′ has the same value as in (A.2). We now consider the case m =
(j−1)2f +2k−1 and m′ = (j′−1)2f +2k′. The correlation between the column
lj,2k−1 and the column lj′,2k′ is ρmm′(L) = lTj,2k−1lj′,2k′/{12−1rs2(r2s4−1)}, where

lTj,2k−1lj′,2k′ = −s2uT

j,2kuj′,2k′−1 − svT

j,2k−1uj′,2k′−1 + vT

j,2k−1vj′,2k′
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+suT

j,2kvj′,2k′ . (A.3)

Here vT

j,2k−1vj′,2k′ = 0 because of the pairwise projection property of orthogonal

arrays Aq’s and the fact that each column of Cq sums to zero, for q = 1, . . . , r.

Furthermore, in (A.3), for k ̸= k′, we have vT

j,2k−1uj′,2k′−1 = uT

j,2kvj′,2k′ = 0 and

uT

j,2kuj′,2k′−1 =

r∑
q=1

(

s∑
i=1

bq,ij)(

s∑
i=1

bq,ij′)

followed by the pairwise projection property of orthogonal arrays Aq’s, and for

k = k′, we have (i) j ̸= j′; (ii) uT

j,2kuj′,2k′−1 =
∑r

q=1(
∑s

i=1 bq,ij)(
∑s

i=1 bq,ij′)

followed by the pairwise projection property of orthogonal arrays Aq’s; (iii) be-

cause the two columns, vj,2k−1 and uj′,2k′−1, use the same column from A =

(AT

1 , . . . ,A
T

r )
T, we have vT

j,2k−1uj′,2k′−1 =
∑r

q=1

∑s
i=1 cq,ijbq,ij′ ; and (iv) be-

cause both the two columns, uj,2k and vj′,2k′ , use the same column from A,

we have uT

j,2kvj′,2k′ =
∑r

q=1 s
∑s

i=1 bq,ijcq,ij′ . Consequently, for the case m =

(j − 1)2f + 2k − 1 and m′ = (j′ − 1)2f + 2k′, we have lTj,2k−1lj′,2k′ =
−s2

r∑
q=1

(

s∑
i=1

bq,ij)(

s∑
i=1

bq,ij′), k ̸= k′;

−s2
r∑

q=1

{−s(

s∑
i=1

bq,ij)(

s∑
i=1

bq,ij′)−
s∑

i=1

cq,ijbq,ij′ +

s∑
i=1

bq,ijcq,ij′}, k = k′, j ̸= j′.

Followed by similar arguments, for the case m = (j − 1)2f + 2k and m′ =

(j′ − 1)2f + 2k′ − 1, we have lTj,2klj′,2k′−1 =
−s2

r∑
q=1

(

s∑
i=1

bq,ij)(

s∑
i=1

bq,ij′), k ̸= k′;

−s2
r∑

q=1

{−s(
s∑

i=1

bq,ij)(
s∑

i=1

bq,ij′)−
s∑

i=1

bq,ijcq,ij′ +
s∑

i=1

cq,ijbq,ij′}, k = k′, j ̸= j′.

Therefore, we complete the proof after defining t
Bq

j , t
Cq

j , t
Bq

jj′ , t
Cq

jj′ , t
Bq ,Cq

jj′ and

t
Cq ,Bq

jj′ .

Proof of Proposition 3. To show Proposition 3, we need to show that for each

level of each column of E, the corresponding rows of L form a Latin hypercube

design after the linear transformation in (2.1) That is, for each level of each

column of E, the corresponding rows of ⌈{L+ (rs2 + 1)/2}/s⌉ − (rs+ 1)/2 is a

permutation of {−(rs− 1)/2,−(rs− 3)/2, . . . , (rs− 1)/2}, where ⌈x⌉ represents
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the smallest integer not less than x. For j = 1, . . . , p and k = 1, . . . , f , consider

the column lj,2k−1 of L. We have⌈
lj,2k−1+(rs2 + 1)/2

s

⌉
− rs+1

2
=

⌈
vj,2k−1 + suj,2k + (rs2 + 1)/2

s

⌉
− rs+1

2

=

⌈
vj,2k−1 + 1/2

s
+ uj,2k +

rs

2

⌉
− rs+1

2

=

⌈
vj,2k−1 + 1/2

s
+

1

2
+ uj,2k +

rs

2
− 1

2

⌉
− rs+1

2

=

⌈
vj,2k−1 + 1/2

s
+

1

2

⌉
+ uj,2k +

rs

2
− 1

2
− rs+1

2

= uj,2k, (A.4)

where the second last step follows because uj,2k has levels {−(rs− 1)/2,−(rs−
3)/2, . . . , (rs − 1)/2} and uj,2k + rs/2 − 1/2 is always an integer, and the last

step follows because vj,2k−1 has levels {−(s−1)/2,−(s−3)/2, . . . , (s−1)/2} and⌈
(vj,2k−1 + 1/2)/s + 1/2

⌉
= 1. Similarly, for j = 1, . . . , p and k = 1, . . . , f , the

column lj,2k of L has⌈
lj,2k + (rs2 + 1)/2

s

⌉
− rs+ 1

2
= −uj,2k−1. (A.5)

Thus, (A.4) and (A.5) indicate that, for the ith column li of L, ⌈{li + (rs2 +

1)/2}/s⌉ − (rs+ 1)/2 is completely determined by the corresponding column of

matrix U consisting of {(uj,2k−1,uj,2k) : j = 1, . . . , p, k = 1, . . . , f}, which in

turn is completely determined by the Aq’s and B. If condition (ii) holds, for

each level of each column of E, the corresponding rows of the ith column li of L

satisfy that ⌈{li+(rs2+1)/2}/s⌉−(rs+1)/2 is equal to a column of B, and thus

a permutation of {−(rs− 1)/2,−(rs− 3)/2, . . . , (rs− 1)/2}. We thus complete

the proof.
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