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Abstract: The generalized likelihood ratio (GLR) statistic (Fan, Zhang, and Zhang (2001)) offered a generally applicable method for testing nonparametric hypotheses about nonparametric functions, but its efficiency is adversely affected by outlying observations and heavy-tailed distributions. Here a robust testing procedure is developed under the framework of the GLR by incorporating a Wilcoxon-type artificial likelihood function, and adopting the associated local smoothers. Under some useful hypotheses, the proposed test statistic is asymptotically normal and free of nuisance parameters and covariate designs. Its asymptotic relative efficiency with respect to the least squares-based GLR method is closely related to that of the signed-rank Wilcoxon test in comparison with the \(t\)-test. Simulation results are consistent with the asymptotic analysis.
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1. Introduction

Over the last two decades, nonparametric modeling techniques have developed rapidly due to the reduction of modeling biases of traditional parametric methods. This raises such important inference questions as whether a parametric family adequately fits a given data set. Here we choose the varying coefficient model for our investigation because it arises in many statistical problems. Suppose \(\{(Y_i, X_i, U_i)\}_{i=1}^n\) is a random sample from the varying-coefficient model,

\[ Y = \alpha(U) + A(U)^T X + \varepsilon \]

(1.1)

with \(X = (X_1, X_2, \ldots, X_p)^T\) and \(A(U) = (a_1(U), \ldots, a_p(U))^T\). Such nonparametric inferences or testings, as the problem of parametric null against nonparametric alternative hypothesis, or model checking for partial linear models, are included as a special cases of hypothesis testing problems under this model. A widely used null hypothesis testing problem is

\[ H_{0a} : (\alpha, A^T) = (\alpha_0, A_0^T) \quad \text{versus} \quad H_{1a} : (\alpha, A^T) \neq (\alpha_0, A_0^T), \]

(1.2)
where $\alpha_0$ and $A_0$ are two known functions. An intuitive approach is based on generalizations of the Kolmogorov-Smirnov or Cramer-von Mises statistics to measure the distance between the estimators under the null and alternative models; see H"ardle and Mammen (1993), Neumeyer and Van Keilegom (2010), and the references therein. However, it is difficult to find an optimal measure for such type of statistics. Zheng (1996) proposed a consistent test of functional nonlinear regression models by combining the methodology of the conditional moment test (Bierens (1990)) and nonparametric estimation techniques. See Zhang and Dette (2004) for a power comparison of some types of nonparametric regression tests.

In an important work, Fan, Zhang, and Zhang (2001) proposed the generalized likelihood ratio (GLR) test statistic

$$
\lambda_n^{GLR}(\alpha_0, A_0) = t_n^{GLR}(H_{1a}) - t_n^{GLR}(H_{0a}) = \frac{n}{2} \log \frac{RSS_0}{RSS_1} \approx \frac{n}{2} \frac{RSS_0 - RSS_1}{RSS_1},
$$

where $RSS_0 = \sum_{k=1}^{n} (Y_k - \alpha_0(U_k) - A_0(U_k)^T X_k)^2$, $RSS_1 = \sum_{k=1}^{n} (Y_k - \hat{\alpha}(U_k) - \hat{A}(U_k)^T X_k)^2$, and $(\hat{\alpha}(\cdot), \hat{A}(\cdot))$ are the local linear estimators under the alternative model. This test is shown to possess the Wilks phenomenon and to be asymptotically optimal in certain sense; it has become a commonly used methodology for constructing nonparametric testing in regression models. See Fan and Jiang (2007) for an overview of the idea of GLR inference in different nonparametric models. Although the GLR test is asymptotically distribution-free, the normal likelihood function and the corresponding local least-squares polynomial estimators (Fan and Gijbels (1996)) are employed. Accordingly, its statistical properties could potentially be (highly) affected when the errors are far from normal or the data contain some outliers.

We develop a robust test under the framework of the GLR. It relaxes the usually strong distributional assumption associated with the least-squares-based GLR by adopting a Wilcoxon-type dispersion function (Hettmansperger and McKean (2010)) and the corresponding local smoothers. We establish that the Wilcoxon-type GLR preserves the Wilks phenomenon without the need to assume a normal likelihood. Under the null hypothesis the test statistic is asymptotically normal and free of nuisance parameters. Under certain conditions, its Pitman asymptotic relative efficiency (ARE) with respect to the GLR test is established. This ARE is closely related to that of the signed-rank Wilcoxon test in comparison with the $t$-test. Thus, it outperforms the least-squares-based GLR with heavier-tailed data in the sense that asymptotically it can yield substantially larger power. A simulation study was conducted to compare it with some other available procedures in the literature. When the errors deviate from normality,
our tests are more powerful than the least-square-based or moment-based methods. Even when the errors are normally distributed, our procedure does not lose much.

Considerable efforts have been devoted to construct some robust nonparametric polynomial smoothers. See Fan, Hu, and Truong (1994), Welsh (1996), Kai, Li, and Zou (2010) and Feng, Zou, and Wang (2012). However, there is very few work on robust inference. Wang and Qu (2007) robustified Zheng’s (1996) test based on the centered asymptotic rank transformation of the residuals from a robust fit under the null hypothesis. To our best knowledge in the literature of nonparametric model checking, there is no corresponding test in which robust local smoothers are considered.

2. Methodology

2.1. Test statistic and its null limiting distribution

Our development is based on a new artificial likelihood function. The weighted rank-based $L_1$ norm is often used in the development of robust statistical procedures (Hettmansperger and McKean (2011)). \[ \|z\|_W = \left( \frac{\sqrt{12}}{n+1} \right) \sum_{i=1}^{n} r_i |\varepsilon_i|, \]\ where $r_i$ denotes the rank of $|\varepsilon_i|$ among $|\varepsilon_1|, \ldots, |\varepsilon_n|$. It is equivalent to

\[ \frac{\sqrt{12}}{n+1} \sum_{i<j} \left| \frac{\varepsilon_i - \varepsilon_j}{2} \right| + \frac{\sqrt{12}}{n+1} \sum_{i\leq j} \left| \frac{\varepsilon_i + \varepsilon_j}{2} \right| \equiv W_n(z) + R_n(z). \]

In particular, in the univariate location problem, given a sample of observations \( x = \{x_1, \ldots, x_n\} \), the famous Hodges-Lehmann estimate is the solution to the minimization problem \( \arg\min_{\theta} \| x - \theta \|_W \), which can be further reduced to \( \arg\min_{\theta} R_n(x - \theta) \). Hence, we define an artificial likelihood function

\[ L_R(x; \theta) \propto \exp \left\{ - \frac{R_n(x - \theta)}{\tau} \right\}, \tag{2.1} \]

where \( \tau = \left\{ \sqrt{12} \int g^2(x)dx \right\}^{-1} \) is the so-called Wilcoxon parameter with \( g(x) \) being the density function of \( e \). The motivation for using (2.1) as an artificial-likelihood is two-fold: it can be shown that under the null hypothesis \( \theta = \theta_0 \), the test statistic \( 2[\log \{ L_R(x; \theta) \} - \log \{ L_R(x; \theta_0) \}] \) is asymptotically \( \chi^2 \) distributed, as for the likelihood ratio test; the loss function \( R_n(x - \theta) \) is analogous to that in the least-squares procedure except that the Euclidean norm is substituted by the rank-based \( L_1 \) norm.

Remark 1. To test \( H_0 : \beta = \beta_0 \) in the linear regression model \( Y_i = X_i \beta + \varepsilon_i, i = 1, 2, \ldots, n \), McKean and Hettmansperger (1976) considered a counterpart of (2.1),

\[ L_W(\beta) \propto \exp \left\{ - \frac{W_n(\beta)}{\tau} \right\}. \tag{2.2} \]
They demonstrated that the $L_W(\beta)$-based test methods are powerful and efficient when the error distribution has heavier tails and possesses satisfactory robustness in general. However, (2.2) is not applicable in the estimation of nonparametric regression functions because the intercept term does not affect the value of $L_W(\beta)$. If we assume that the error distribution possesses certain symmetric properties (see Condition (A4′)), using (2.1) instead would yield robust estimation as illustrated later; see Feng, Zou, and Wang (2012), Shang, Zou, and Wang (2012) for more details.

We consider a more general case than the symmetric assumption. We assume $P(\varepsilon_1 + \varepsilon_2 \geq 0) = 1/2$, and re-define $\tau = \varphi^{1/2}(\int g(-t)g(t)dt)^{-1}$, where $\varphi = \int (1/2 - G(-t))^2dG(t)$. We can show that (2.1) is also an artificial likelihood function under this general case. Thus, according to (2.1), the Wilcoxon-type generalized likelihood under $H_{0a}$ is

$$
l_n(H_{0a}) = -\frac{\varphi^{-1/2}\tau^{-1}}{n + 1} \sum_{i \leq j} |\tilde{\varepsilon}_i^a + \tilde{\varepsilon}_j^a|,
$$

where the residual under the null hypothesis is $\tilde{\varepsilon}_i^a = Y_i - \alpha_0(U_i) - A_0(U_i)^T X_i$.

Similarly, the likelihood under $H_{1a}$ is

$$
l_n(H_{1a}) = -\frac{\varphi^{-1/2}\tau^{-1}}{n + 1} \sum_{i \leq j} |\tilde{\varepsilon}_i + \tilde{\varepsilon}_j|,
$$

where $\tilde{\varepsilon}_i$ is the residual under the alternative hypothesis. Thus, in order to construct a GLR test, we need to use nonparametric smoothing estimators under the alternative hypothesis since (2.2) is fully nonparametric.

Let $e_i = Y_i - \beta^T V_i(u_0) - \gamma^T Z_i(u_0)$, $V_i(u_0) = (1, (U_i - u_0)/h)^T$, $Z_i(u_0) = (X_i^T, (U_i - u_0)/hX_i^T)^T$, $\beta = (a, hb)^T$, and $\gamma = (A^*, hB)^T$, where $a, b \in \mathbb{R}$, $A^*$ and $B$ are vectors of $p$-dimensions. For each given $u_0$, (2.1) leads to a local log-likelihood objective function at the given point $u_0$,

$$
l(\beta, \gamma) = -\frac{\varphi^{-1/2}\tau^{-1}}{n + 1} \sum_{i \leq j} |e_i + e_j|K_h(U_i - u_0)K_h(U_j - u_0),
$$

where $K_h(\cdot) = K(\cdot/h)$ with $K$ a symmetric kernel function and $h$ a bandwidth. Take $\beta(u_0) = (\alpha(u_0), h\alpha'(u_0))^T$ and $\gamma(u_0) = (A(u_0)^T, hA'(u_0)^T)^T$. Then, the local maximum likelihood estimator, denoted by $(\hat{\beta}(u_0), \hat{\gamma}(u_0))$, is defined as arg max $l(\beta, \gamma)$ and the corresponding estimator of $(\alpha(u_0), A(u_0))$ is denoted by $(\hat{\alpha}(u_0), \hat{A}(u_0))$; it is termed the local Walsh average estimator by Feng, Zou, and Wang (2012) and Shang, Zou, and Wang (2012). Consequently, the residuals under $H_{1a}$ are given by $\tilde{\varepsilon}_i = Y_i - \hat{\alpha}(U_i) - \hat{A}(U_i)^T X_i$. 


The Wilcoxon-type GLR test statistic (WGLR) can be defined by

\[ \lambda_{na} = l_n(H_{1a}) - l_n(H_{0a}) = \frac{e^{-1/2} - 1}{n + 1} \sum \sum_{i \leq j} (|\tilde{e}_{i}^a + \tilde{e}_{j}^a| - |\tilde{e}_{i} + \tilde{e}_{j}|). \]  

(2.4)

To establish the asymptotic distribution of \( \lambda_{na} \) under \( H_{0a} \), we need some conditions.

(A1) The marginal density \( f(u) \) of \( U \) is Lipschitz continuous and bounded away from 0. \( U \) has a bounded support \( \Omega \).

(A2) \( \alpha(u) \) and \( A(u) \) have continuous second derivatives.

(A3) The function \( K(t) \) is symmetric and bounded. The functions \( t^3K(t) \) and \( t^3K'(t) \) are bounded and \( \int t^4K(t)dt < \infty \).

(A4) The random error \( \varepsilon \) has a distribution \( G(\cdot) \) and finite Fisher information, \( \int g^{-1}(x)[g'(x)]^2dx < \infty \), where \( g(\cdot) \) is the density function of \( \varepsilon \).

(A4’) \( P(\varepsilon_1 + \varepsilon_2 \geq 0) = 1/2 \).

(A5) \( X \) is bounded and \( E(X_i|U_i = u) = 0 \). The \( p \times p \) matrix \( \Sigma(u) = \begin{pmatrix} 1 & 0 \\ 0 & E(XX^T|U = u) \end{pmatrix} \) is invertible for each \( u \in \Omega \). \( \Sigma(u)^{-1} \) and \( \Sigma(u) \) are both Lipschitz continuous.

(A6) The bandwidth \( h \to 0, nh^{3/2} \to \infty \) and \( nh^{9/2} \to 0 \).

These conditions are similar to those in Fan, Zhang, and Zhang (2001). In particular, (A5) can be relaxed by using the method in Lemma 7 in Zhang and Gijbels (2003). Thus, the assumption that \( X \) is bounded can be replaced by \( E\{\exp(c_0||X||) < \infty \} \) for some positive constant \( c_0 \). Condition (A4’) is imposed for identifying the intercept term. This is analogous to assuming that \( E(\varepsilon) = 0 \) and Median(\( \varepsilon \)) = 0 for least-squares and least-absolute-deviations, respectively, in simple linear regression. Condition (A4’) is a more general than symmetric assumption. For a continuous variable \( \varepsilon \) which is asymmetric, there always exists a constant \( \eta \) so that \( \varepsilon + \eta \) satisfies (A4’). Assuming \( E(\alpha_0(U)) = 0 \) or \( \alpha_0(U) \) is not of interest in the hypotheses (as the cases given later), so it is not required. Otherwise, we may use either local Walsh average estimator along with (A4’) or least-squares or least-absolute-deviation estimators to identify the intercept term.

Theorem 1. Suppose (A1)–(A6) and (A4’) hold. Then, under \( H_{0a} \), \( \sigma_{na}^{-1}(\lambda_{na} - \mu_{na}) \to N(0, 1) \), where
\[ \mu_{na} = \frac{(p + 1)|\Omega|}{h} \left\{ K(0) - \frac{1}{2} \int K^2(t) dt \right\}, \]

\[ \sigma_{na}^2 = \frac{2(p + 1)|\Omega|}{h} \int \left\{ K(t) - \frac{1}{2} K \ast K(t) \right\}^2 dt, \]

and \( K \ast K \) denotes the convolution of \( K \).

**Remark 2.** By using a scale constant

\[ r_K = \frac{K(0) - (1/2) \int K^2(t) dt}{\int (K(t) - (1/2) K \ast K(t))^2 dt}, \]

we can see \( r_K \lambda_{na} \sim \chi^2_{r_K \mu_{na}} \), where \( \sim \) means approximation in a generalized sense (see Fan, Zhang, and Zhang (2001)). Hence, for the simple null hypothesis (1.2), the asymptotic distribution of \( \lambda_{n1} \) under \( H_0 \) is free of nuisance parameters and the Wilks phenomenon holds.

**Remark 3.** For simplicity, we use local smoothing techniques for estimating smooth functions. We believe any appropriate smoother would also work well. Zhang (2004) shows the equivalence of GLR-type regression tests based on spline and local polynomial smoothers. We expect that the asymptotic normality would be valid if spline smoothers were used in the construction of WGLR. We make no attempt to provide formal analysis but we think that such studies deserve future research.

### 2.2. Asymptotic power study

The power of the proposed test under contiguous alternatives of the form,

\[ H'_{1a} : (\alpha(u), A(u)^T)^T = (\alpha_0(u), A_0(u)^T)^T + (nh)^{-1/2} G(u) \]

can be approximated by using the next theorem, where \( G(u) = (g_1(u), \ldots, g_{(p+1)}(u))^T \) is a bounded function that has bounded second derivative. Take \( W_i = (1, X_i^T)^T \) and \( W = (W_1, \ldots, W_n) \).

**Theorem 2.** Suppose (A1)–(A6) and (A4’) hold. Under \( H'_{1a} \), \( (\lambda_{na} - \mu_{na} - d_{2na})/\sigma_{na} \overset{d}{\rightarrow} N(0,1) \), where \( d_{2na} = (2h)^{-1} E\{ \tau^{-2} G(U)^T W W^T G(U) \} \), and \( \sigma_{na}^* = (\sigma_{na}^2 + h^{-1} E\{ \tau^{-2} G(U)^T W W^T G(U) \})^{1/2} \).

Given a false alarm rate \( \alpha \) under the contiguous alternative specified in Theorem 2, the power of WGLR can be expressed as

\[ \beta_{WGLR} = \Phi \left( -\frac{1}{\sqrt{1 + n\sigma_{na}^2 \tau^{-2}B(G)}} z_{\alpha} + \frac{0.5n\tau^{-2}B(G)}{\sqrt{\sigma_{na}^2 + n\tau^{-2}B(G)}} \right), \]
where $\Phi$ is the distribution function of $N(0, 1)$, $z_\alpha$ is the upper $\alpha$ quantile of $N(0, 1)$ and $B(G) = (nh)^{-1}E(G(U)^TWW^TG(U))$.

According to Theorem 6 in Fan, Zhang, and Zhang (2001), we can show that the power of GLR, with the bandwidth $h'$ under the same contiguous alternative, is

$$\beta_{GLR} = \Phi \left( - \frac{1}{\sqrt{1 + nh'/h\sigma_{na}^2}} z_\alpha + \frac{0.5n\sigma^{-2}B(G)}{\sqrt{h\sigma_{na}^2/h' + n\sigma^{-2}B(G)}} \right).$$

Comparing WGLR and GLR under general settings turns out to be difficult, and we consider three representative cases.

(1) If $nB(G) \gg \sigma_{na}^2$, then

$$\beta_{WGLR} \approx \Phi \left( 0.5\sqrt{n\tau^{-2}B(G)} \right) \text{ and } \beta_{GLR} \approx \Phi \left( 0.5\sqrt{n\sigma^{-2}B(G)} \right).$$

Thus, the Pitman asymptotic relative efficiency of WGLR with respect to the GLR test is approximately $\sigma^2/\tau^2$, $\text{ARE}(WGLR, GLR) \approx \sigma^2/\tau^2$.

(2) If $nB(G) \ll \sigma_{na}^2$, then

$$\beta_{WGLR} \approx \Phi \left( -z_\alpha + 0.5n\sigma_{na}^{-1}\tau^{-2}B(G) \right),$$

$$\beta_{GLR} \approx \Phi \left( -z_\alpha + 0.5\sqrt{\frac{h'}{h}n\sigma_{na}^{-1}\sigma^{-2}B(G)} \right).$$

Accordingly, $\text{ARE}(WGLR, GLR) \approx \tau^{-2}\sigma^2\sqrt{h'/h}$. Different bandwidth choices yield different AREs, and if $h'/h = \sigma^4/\tau^4$, $\text{ARE}(WGLR, GLR) \approx 1$.

(3) If $h' = h$, then

$$\beta_{GLR} = \Phi \left( - \frac{1}{\sqrt{1 + n\sigma_{na}^2}} z_\alpha + \frac{0.5n\sigma^{-2}B(G)}{\sqrt{\sigma_{na}^2 + n\sigma^{-2}B(G)}} \right).$$

And $\text{ARE}(WGLR, GLR) = \sigma^2/\tau^2$.

The ARE $\sigma^2/\tau^2$ is essentially the same as the ARE of the signed-rank Wilcoxon test in comparison with the $t$-test under symmetric error and it has a lower bound 0.864 (Hodges and Lehmann (1963)). The ARE is as high as 0.955 for the normal error distribution, and can be significantly higher than one for many heavier-tailed distributions (Hettmansperger and McKean (2010)). For instance, it is 1.5 for the double exponential distribution, and 1.9 for the $t$-distribution with three degrees of freedom.

### 2.3. Composite null hypothesis

We consider the case where null hypotheses depend on nuisance functions. We show that the asymptotic null distribution of our proposed WGLR test statistic is independent of nuisance functions. Write
\[ A_0(u) = \begin{pmatrix} A_{10}(u) \\ A_{20}(u) \end{pmatrix}, \quad A(u) = \begin{pmatrix} A_1(u) \\ A_2(u) \end{pmatrix}, \quad X_k = \begin{pmatrix} X_k^{(1)} \\ X_k^{(2)} \end{pmatrix}, \]

where \( A_{10}(u), A_1(u), \) and \( X_k^{(1)} \) are \( p_1(<p) \)-dimensional. First, we test the hypothesis

\[ H_{0b} : \alpha = \alpha_0, A_1 = A_{10} \text{ versus } H_{1b} : \alpha \neq \alpha_0 \text{ or } A_1 \neq A_{10}, \quad (2.5) \]

with \( A_2(\cdot) \) completely unknown. Following the same derivation, the logarithm of the generalized likelihood ratio statistic is

\[ \lambda_{nb} = l_n(H_{1b}) - l_n(H_{0b}) = \frac{\varphi^{-1/2} \tau^{-1}}{n + 1} \sum_{i \leq j} (|\tilde{\varepsilon}_i^b + \tilde{\varepsilon}_j^b| - |\tilde{\varepsilon}_i + \tilde{\varepsilon}_j|), \quad (2.6) \]

where \( \tilde{\varepsilon}_k^b = Y_k - \alpha_0(U_k) - A_{10}(U_k)^T X_k^{(1)} - \hat{A}_2(U_k)^T X_k^{(2)} \) and \( \hat{A}_2(U_k) \) is the local linear Walsh-average estimator at \( U_k \) when \( (\alpha_0, A_{10}) \) is given. Let \( \mu_{nb} \) and \( \sigma_{nb} \) be the same as \( \mu_{na} \) and \( \sigma_{na} \), except replacing \( p \) by \( p_1 \).

**Theorem 3.** Suppose \((A1)-(A6)\) and \((A4')\) hold. Then, under \( H_{0b}, \sigma_{nb}^{-1}(\lambda_{nb} - \mu_{nb}) \overset{d}{\to} N(0, 1). \)

Next, we consider the hypothesis

\[ H_{0c} : A_2 = A_{20} \text{ versus } H_{1c} : A_2 \neq A_{20}, \quad (2.7) \]

when both \( \alpha(\cdot) \) and \( A_1(\cdot) \) are unknown. We show that the assumption of the symmetric error distribution is not required in this situation. We define an “asymmetric” constant \( c \) which satisfies \( P(\varepsilon_i - c + \varepsilon_j - c \geq 0) = 1/2, \) and \( \delta = \int g(2c - t)g(t)dt, \psi = \int \{1/2 - G(2c - \varepsilon)\}^2dG(\varepsilon). \) Here \( c = 0, \varphi = \psi \) and \( \tau^2 = \psi\delta^{-2} \) if the error is symmetrically distributed. When not symmetric, the artificial likelihood function \((2.4)\) is modified to

\[ L_R(x; \theta) \propto \exp\{-\psi^{-1/2}\delta R_n(x; \theta)\}. \quad (2.8) \]

Then, the generalized artificial log-likelihood under \( H_{0c} \) and \( H_{1c} \) is

\[ l_n(H_{0c}) = -\frac{\psi^{-1}\delta}{n+1} \sum_{i \leq j} |\tilde{\varepsilon}_i^c + \tilde{\varepsilon}_j^c|, \quad l_n(H_{1c}) = -\frac{\psi^{-1}\delta}{n+1} \sum_{i \leq j} |\tilde{\varepsilon}_i + \tilde{\varepsilon}_j|, \]

respectively, where \( \tilde{\varepsilon}_i^c = Y_i - \tilde{\alpha}^c(U_i) - \hat{A}_1(U_i)^T X_i^{(1)} - A_{20}(U_i)^T X_i^{(2)} \) and \( (\tilde{\alpha}^c(U_i), \hat{A}_1(U_i)^T) \) is the local linear Walsh-average estimator at \( U_i \) when \( A_{20} \) is given. Now, the WGLR statistic is

\[ \lambda_{nc} = l_n(H_{1c}) - l_n(H_{0c}) = \frac{\psi^{-1}\delta}{n+1} \sum_{i \leq j} (|\tilde{\varepsilon}_i^c + \tilde{\varepsilon}_j^c| - |\tilde{\varepsilon}_i + \tilde{\varepsilon}_j|). \quad (2.9) \]

Let \( \mu_{nc} \) and \( \sigma_{nc} \) be the same as \( \mu_{na} \) and \( \sigma_{na} \), except replacing \((p+1)\) by \( p_2 \).
Theorem 4. Suppose (A1)−(A6) hold. Then, under $H_{0u}$, $\sigma_{nc}^{-1}(\lambda_{nc} - \mu_{nc}) \xrightarrow{d} N(0, 1)$.

Since $\hat{A}(\cdot)$ is consistent even without the symmetric assumption, (A4') is not needed; see Shang, Zou, and Wang (2012). It seems that $\psi^{-1/2}\delta$ is necessary for constructing $\lambda_{nc}$, however, using the implementation suggested in the next subsection can circumvent this difficulty. Moreover, based on this theorem, we can readily extend our WGLR to model diagnostics under a wide range of distributions. See more details in Section 2.5.

2.4. Implementation

In specification testing problem the rate of convergence of the distribution of the test statistic is usually rather slow; see, e.g., Hall and Hart (1990), Zhang (2003), and Fan and Zhang (2004). For this reason, we propose the application of a resampling procedure based on the bootstrap (see Härdle and Mammen (1993)). The finite sample properties of the resulting tests are then investigated by means of a simulation study. For the hypothesis (1.2) for example, we obtain the bootstrap sample

$$Y_i^* = \alpha_0(U_i) + A_0(U_i)^T X_i + \epsilon_i^*,$$

where $\{\epsilon_i^*\}_{i=1}^n$ is a sample drawn from $\{\tilde{\epsilon}_i\}_{i=1}^n$. A bootstrap test statistic $\lambda_{na}^*$ is built from the bootstrap sample $\{(X_i, U_i, Y_i^*)\}_{i=1}^n$, as was the original test statistic in (2.4). When this procedure is repeated many times, the bootstrap critical value $z^*$ is the empirical $1 - \alpha$ quantile of the bootstrap test statistic. Then the null hypothesis $H_{0a}$ is rejected if $\lambda_{na} \geq z^*$.

Theorem 5. If (A1)−(A6) and (A4') hold, then

$$\sup_{z \in \mathbb{R}} |P(T_h^* \leq z, \{X_i, U_i, Y_i, i = 1, \ldots, n\}) - P(N(0, 1) \leq z)| \xrightarrow{P} 0,$$

where $T_h^* = \sigma_{na}^{-1}(\lambda_{na}^* - \mu_{na})$.

Here the Wilcoxon parameter $\tau$ and the constant $\varphi$ do not matter in the bootstrap procedure because both $\lambda_{na}^*$ and $\lambda_{na}$ are using the same $\tau$ and $\varphi$. Thus, in practice, we do not need to estimate them in calculating the test statistics if we use the bootstrap method to compute $p$-values rather than using the asymptotic distribution.

Similarly, for the hypothesis (2.3) or (2.7), the bootstrap sample can be generated by

$$Y_i^* = \alpha_0(U_i) + A_{10}(U_i)^T X_i^{(1)} + \hat{A}_2^h(U_i)^T X_i^{(2)} + \epsilon_i^*;
Y_i^* = \alpha^c(U_i) + \hat{A}_1^c(U_i)^T X_i^{(1)} + A_{20}(U_i)^T X_i^{(2)} + \epsilon_i^*,$$

respectively. The effectiveness of this bootstrap method is studied by simulation in Section 3.1.
2.5. Model diagnostics

Consider the composite null hypothesis testing problem

\[ H_{0d} : (\alpha, A^T) \in A_0 \quad \text{versus} \quad H_{1d} : (\alpha, A^T) \notin A_0, \]

where \( A_0 \) is a set of functions. The WGLR test statistic can be constructed as (2.9) and as in the proof of Theorem 4, its asymptotic representation can be accordingly derived.

2.5.1. Testing linearity

Consider the nonparametric regression model

\[ y = m(x) + \varepsilon, \]

and the testing linearity problem (Zheng (1996); Wang and Qu (2007))

\[ H_{0g} : m(x) = \alpha_0 + \alpha_1 x \quad \text{versus} \quad H_{1g} : m(x) \neq \alpha_0 + \alpha_1 x, \]

where \( \alpha_0, \alpha_1 \) are unknown parameters. The WGLR test statistic of (2.11) is

\[ \lambda_{ng} = \frac{\psi^{-1} \delta}{n + 1} \sum_{i \leq j} (|\hat{\varepsilon}_i^p + \hat{\varepsilon}_j^p| - |\hat{\varepsilon}_i + \hat{\varepsilon}_j|), \]

where \( \hat{\varepsilon}_i^p = Y_i - \hat{\alpha}_0 - \hat{\alpha}_1 X_i, \hat{\varepsilon}_i = Y_i - \hat{m}(X_i), \hat{m}(\cdot) \) is the local linear Walsh-average estimator for \( m(\cdot) \) (Feng, Zou, and Wang (2012)), and

\[ (\hat{\alpha}_0, \hat{\alpha}_1) = \arg \min \frac{2}{n(n + 1)} \sum_{i \leq j} |Y_i + Y_j - 2\alpha_0 - \alpha_1 (X_i + X_j)|. \]

**Corollary 1.** Suppose (A1)–(A6) hold. Then, under \( H_{0g} \), \( \sigma_{ng}^{-1}(\lambda_{ng} - \mu_{ng}) \xrightarrow{d} N(0, 1) \), where \( \mu_{ng} \) and \( \sigma_{ng} \) are the same as \( \mu_{na} \) and \( \sigma_{na} \), except \( p = 0 \).

When the parametric function \( m_\theta(x) \) in the null hypothesis in (2.11) is not linear/polynomial (with parameter \( \theta \)), a local linear/polynomial fit results in a biased estimate under the null hypothesis. This bias problem can be significantly attenuated by the bias-correction advocated by Fan and Zhang (2004) and Fan and Jiang (2005). We reparameterize the unknown functions as \( m^*(x) = m(x) - m_\theta(x) \) and then change the null hypothesis into \( H'_{0g} : m^*(x) = 0 \). This also applies as well to the proposed procedure.

2.5.2. Testing homogeneity

A natural question in applying (1.1) is whether the coefficient functions are really varying (Fan, Zhang, and Zhang (2001)). This amounts to testing

\[ H_{0h} : \alpha(U) = \beta_0, a_i(U) = \beta_i, \quad i = 1, \ldots, p \quad \text{versus} \]

\[ H_{1h} : \alpha(U) \neq \beta_0 \quad \text{or} \quad a_1(U) \neq \beta_1 \quad \text{or} \quad a_2(U) \neq \beta_2 \quad \ldots \quad \text{or} \quad a_p(U) \neq \beta_p, \]

(2.12)
where $\beta_i, i = 0, \ldots, p$ are some unknown parameters. We define the residuals $\varepsilon^h_i = Y_i - \hat{\beta}_0 - X_i(\hat{\beta}_1, \ldots, \hat{\beta}_p)^T$, where $(\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_p)$ are the solutions of

$$\arg\min_{\beta} \frac{2}{n(n+1)} \sum_{i \leq j} |Y_i + Y_j - 2\beta_0 - (X_i + X_j)(\beta_1, \ldots, \beta_p)^T|.$$ 

The WGLR test statistic for (2.12) is

$$\lambda_{nh} = \frac{\psi^{-1}\delta}{n+1} \sum_{i \leq j} (|\varepsilon^h_i + \varepsilon^h_j| - |\varepsilon_i + \varepsilon_j|),$$

where $\varepsilon_i$ is exactly the same as that defined in (2.4).

**Corollary 2.** Suppose (A1)–(A6) hold. Then, under $H_{0h}$, $\sigma_{na}^{-1}(\lambda_{nh} - \mu_{na}) \xrightarrow{d} N(0, 1)$.

Corollaries 1 and 2 do not need (A4') is not needed because in them the intercept term is a nuisance parameter and would be “profiled” out, as in the construction of $\lambda_{nc}$. Due to the slow convergence rate of the distribution of test statistic, we also adopt the bootstrap method in Section 2.4 to control the empirical size. For hypotheses (2.11) and (2.12), we generate the bootstrap sample by

$$Y_i^* = \hat{\alpha}_0 + \hat{\alpha}_1 X_i + \varepsilon_i^*,$$

$$Y_i^* = \hat{\beta}_0 + X_i(\hat{\beta}_1, \ldots, \hat{\beta}_p)^T + \varepsilon_i^*,$$

respectively, where $\varepsilon_i^*$ is a bootstrap sample drawn from the corresponding non-parametric residuals $\{\varepsilon_i\}_{i=1}^n$. As Theorem 5, we can establish the convergence of these bootstrap approximations.

**2.6. Heteroscedasticity case**

We extend our WGLR test to the heteroscedasticity case. Here we only consider the problem (1.2) with the varying-coefficient model

$$Y = \alpha(U) + A(U)^T X + \varrho(U) \varepsilon,$$

where $\varrho(U)$ is a positive continuous function and $\int_{u \in \Omega} \varrho^2(u) du = 1$. Let $\rho(u) = \varrho(u)\tau$ and then

$$\frac{Y_i - \alpha(U_i) - A(U_i)^T X_i}{\rho(U_i)} = \frac{\varrho(U_i)\varepsilon_i}{\rho(U_i)} = \tau^{-1}\varepsilon_i.$$

Thus, the WGLR test statistic in the heteroscedasticity case can be defined as

$$\lambda_{na} = l_n(H_{1a}) - l_n(H_{0a}) = \frac{\varphi^{-1/2}}{n+1} \sum_{i \leq j} \left(\frac{\varepsilon_i^a}{\rho(U_i)} + \frac{\varepsilon_j^a}{\rho(U_j)} - \frac{\varepsilon_i}{\rho(U_i)} - \frac{\varepsilon_j}{\rho(U_j)}\right),$$
where \( \hat{\rho}(u) \) is a ratio-consistent estimator of \( \rho(u) \). We suggest the use of

\[
\hat{\rho}^{-1}(u) = \frac{\varphi^{-1/2}}{2n^2t_n\hat{f}^2(u)} \sum_{i=1}^{n} \sum_{j=1}^{n} I(|\hat{\varepsilon}_i + \hat{\varepsilon}_j| \leq t_n)K_h(U_i - u)K_h(U_j - u),
\]

where \( \hat{f}(u) = n^{-1} \sum_{i=1}^{n} K_h(U_i - u) \). To establish the asymptotic distribution of \( \lambda_{na} \), we need additional assumptions.

(A7) The conditional variance function \( \varrho(u) \) is continuous for all \( u \in \Omega \).

(A8) The bandwidth \( t_n \) satisfies \( t_n \to 0 \) and \( nh^2t_n \to \infty \).

Proposition 1. If (A1) – (A8) and (A4') hold, we have \( \hat{\rho}(u) \xrightarrow{P} \rho(u), \ u \in \Omega \).

Re-define \( d_{2na}, \sigma^*_{na} \) in Theorem 2 by replacing \( \tau^2 \) by \( \rho^2(U_i) \).

Theorem 6. If (A1) – (A8) and (A4') hold,

(i) under \( H_{0a} \), we have \( (\lambda_{na} - \mu_{na})/\sigma_{na} \xrightarrow{d} N(0,1) \);

(ii) under \( H_{1a} \), we have \( (\lambda_{na} - \mu_{na} - d_{2na})/\sigma^*_{na} \xrightarrow{d} N(0,1) \).

Theorem 6 shows that the Wilks phenomenon still holds for \( \lambda_{na} \) in the heteroscedasticity case. The null distribution of \( \lambda_{na} \) is also independent of the variance function \( \varrho(u) \). Here we also adopt the bootstrap method to determine the critical values. In this case, the bootstrap sample is generated by

\[
Y_i^* = \hat{\alpha}(U_i) + \hat{\alpha}(U_i)^T X_i + \hat{\rho}(U_i)\varepsilon_i^*,
\]

where \( \{\varepsilon^*_i\}_{i=1}^{n} \) is a bootstrap sample drawn from \( \{\hat{\varepsilon}_i\}_{i=1}^{n} \), \( \hat{\varepsilon}_i = (Y_i - \hat{\alpha}(U_i) - \hat{\alpha}(U_i)^T X_i)/\hat{\rho}(U_i) \).

3. Simulation Study

Throughout this section, for each experiment we run 1,000 replications with bootstrap resampling number set to 400. We take nominal level 5% in each case. Some results are provided in an on-line supplemental file.

3.1. Testing a simple hypothesis

Consider the simple nonparametric regression model \( Y_i = m(X_i) + \varepsilon \), where \( X_i \) are uniformly distributed with the testing problem

\[
H_0 : m(x) = 0 \text{ versus } H_1 : m(x) \neq 0.
\]

Three symmetric distributions of errors are considered: (a) \( \varepsilon_i \sim N(0,1) \); (b) \( \varepsilon_i \sim t(3) \); (c) \( \varepsilon_i \sim T(0.05, 10) \). Here \( t(3) \) and \( T(0.05, 10) \) denote the standardized
Student-t distribution with four degrees of freedom and the standardized Tukey’s contaminated normal model, respectively. The empirical sizes of our WGLR test are summarized in Table 1 for sample sizes, \( n = 25, 50, \) and 100, with the smoothing parameters \( h = 0.12, 0.15, 0.18, \) and 0.21. From Table 1, we observe that all the sample sizes are close to the specified nominal level in most cases.

Next, we compare the power of WGLR with that of other tests. The GLR test suggested by Fan, Zhang, and Zhang (2001) is a natural benchmark. In addition, Zheng’s (1996) and Wang and Qu’s (2007) tests are included in this comparison. Hong and Lee (2013) proposed a test based on loss functions, which measure discrepancies between the null and nonparametric alternative models. Their test, abbreviated as LOSS, is asymptotically more powerful than the GLR test in terms of Pitman’s efficiency criterion. Pitman’s AREs of LOSS with respect to GLR are reported in Table A.1. The bandwidth \( h \) is of the order of \( n^{-2/9} \) as in Hong and Lee (2013). The ARE values in this table are different from those in Table 1 of Hong and Lee (2013); there are some errors in their calculations. We observe that the WGLR is asymptotically more powerful than LOSS for the heavy-tailed distributions. To gain more insight, we include LOSS in this finite-sample comparison. The two parameters in the linex function are chosen as 1 because Hong and Lee (2013) demonstrated that the power of LOSS is not sensitive to the choice of parameters.

For a fair comparison, we performed a size-corrected power comparison in the sense that the actual critical values are found through simulations so that all the five tests had accurate sizes in each case. In order to study the power of each test, we considered different function forms

\[
\begin{align*}
(\text{I}) & \quad m(x) = 0.3; \\
(\text{II}) & \quad m(x) = 0.7x; \\
(\text{III}) & \quad m(x) = 0.7\cos(3\pi x); \\
(\text{IV}) & \quad m(x) = 0.7\sin(2\pi x); \\
(\text{V}) & \quad m(x) = \frac{\sin(3\pi x) + x}{2}; \\
(\text{VI}) & \quad m(x) = \frac{\exp(x)}{4}.
\end{align*}
\]

We chose the Gaussian kernel and fixed the bandwidth \( h = 0.15 \) for all the tests. To avoid the effect of degrees of local polynomial fit, the local linear smoother was employed in both GLR and LOSS. The simulated power with different errors and sample sizes \( n = 25, 50 \) is displayed in Table 2. We observe that the WGLR test generally performs better than the least square-based methods, the GLR, LOSS and Zheng’s methods, when the error deviates from the normal. Even in the normal cases, the WGLR has similar performance to those tests. The WQ test cannot detect the constant shift of the function, as we have mentioned before (the results for Scenario I). Under Scenarios (II), (V) and (VI), the WQ test is generally outperformed by the other three tests; the others have asymptotic power depending on \( E[m(x)]^2 \), where the asymptotic power of WQ test is a function of \( E\{m(x) - E[m(x)]\}^2 \) (Theorem 3 in Wang and Qu (2007)).
Table 1. Simulated level (%) of test on testing (3.1) with homoscedastic error.

<table>
<thead>
<tr>
<th>n</th>
<th>( h )</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.12</td>
<td>8.2</td>
<td>7.8</td>
<td>6.0</td>
<td>7.4</td>
<td>6.5</td>
<td>5.3</td>
<td>4.3</td>
<td>5.1</td>
<td>4.7</td>
</tr>
<tr>
<td>50</td>
<td>0.15</td>
<td>7.9</td>
<td>6.2</td>
<td>5.3</td>
<td>6.3</td>
<td>7.0</td>
<td>6.8</td>
<td>5.2</td>
<td>6.1</td>
<td>4.7</td>
</tr>
<tr>
<td>100</td>
<td>0.18</td>
<td>5.3</td>
<td>5.3</td>
<td>4.3</td>
<td>6.0</td>
<td>5.3</td>
<td>5.7</td>
<td>4.9</td>
<td>5.8</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>6.0</td>
<td>5.7</td>
<td>4.0</td>
<td>5.5</td>
<td>5.8</td>
<td>6.2</td>
<td>5.3</td>
<td>4.6</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Table 2. Empirical power (%) of tests on testing (3.1) with homoscedastic error. WQ, Zheng and LOSS stand for the tests of Wang and Qi (2007), Zheng (1996), and Hong and Lee (2013), respectively.

<table>
<thead>
<tr>
<th>Models</th>
<th>WGLR</th>
<th>GLR</th>
<th>WQ</th>
<th>Zheng</th>
<th>LOSS</th>
<th>WGLR</th>
<th>GLR</th>
<th>WQ</th>
<th>Zheng</th>
<th>LOSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>N(0,1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(I)</td>
<td>24</td>
<td>19</td>
<td>5.6</td>
<td>25</td>
<td>28</td>
<td>46</td>
<td>35</td>
<td>4.9</td>
<td>45</td>
<td>47</td>
</tr>
<tr>
<td>(II)</td>
<td>38</td>
<td>28</td>
<td>14</td>
<td>35</td>
<td>45</td>
<td>67</td>
<td>58</td>
<td>23</td>
<td>65</td>
<td>68</td>
</tr>
<tr>
<td>(III)</td>
<td>27</td>
<td>28</td>
<td>26</td>
<td>15</td>
<td>20</td>
<td>52</td>
<td>58</td>
<td>53</td>
<td>33</td>
<td>34</td>
</tr>
<tr>
<td>(IV)</td>
<td>34</td>
<td>36</td>
<td>53</td>
<td>41</td>
<td>31</td>
<td>67</td>
<td>76</td>
<td>87</td>
<td>77</td>
<td>65</td>
</tr>
<tr>
<td>(V)</td>
<td>45</td>
<td>37</td>
<td>23</td>
<td>38</td>
<td>52</td>
<td>78</td>
<td>71</td>
<td>44</td>
<td>70</td>
<td>77</td>
</tr>
<tr>
<td>(VI)</td>
<td>47</td>
<td>36</td>
<td>8.9</td>
<td>43</td>
<td>54</td>
<td>79</td>
<td>68</td>
<td>11</td>
<td>75</td>
<td>80</td>
</tr>
<tr>
<td>t(3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(I)</td>
<td>45</td>
<td>25</td>
<td>6.3</td>
<td>34</td>
<td>32</td>
<td>74</td>
<td>42</td>
<td>7.2</td>
<td>53</td>
<td>50</td>
</tr>
<tr>
<td>(II)</td>
<td>60</td>
<td>41</td>
<td>20</td>
<td>45</td>
<td>52</td>
<td>92</td>
<td>61</td>
<td>43</td>
<td>73</td>
<td>75</td>
</tr>
<tr>
<td>(III)</td>
<td>48</td>
<td>40</td>
<td>35</td>
<td>23</td>
<td>24</td>
<td>87</td>
<td>69</td>
<td>83</td>
<td>47</td>
<td>46</td>
</tr>
<tr>
<td>(IV)</td>
<td>58</td>
<td>51</td>
<td>67</td>
<td>59</td>
<td>47</td>
<td>92</td>
<td>78</td>
<td>98</td>
<td>84</td>
<td>76</td>
</tr>
<tr>
<td>(V)</td>
<td>71</td>
<td>47</td>
<td>35</td>
<td>52</td>
<td>59</td>
<td>96</td>
<td>79</td>
<td>73</td>
<td>78</td>
<td>80</td>
</tr>
<tr>
<td>(VI)</td>
<td>75</td>
<td>47</td>
<td>09</td>
<td>60</td>
<td>60</td>
<td>98</td>
<td>73</td>
<td>20</td>
<td>83</td>
<td>84</td>
</tr>
<tr>
<td>T(0.05,10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(I)</td>
<td>82</td>
<td>40</td>
<td>6.3</td>
<td>60</td>
<td>53</td>
<td>100</td>
<td>55</td>
<td>7.1</td>
<td>68</td>
<td>60</td>
</tr>
<tr>
<td>(II)</td>
<td>95</td>
<td>54</td>
<td>45</td>
<td>71</td>
<td>66</td>
<td>100</td>
<td>67</td>
<td>75</td>
<td>80</td>
<td>73</td>
</tr>
<tr>
<td>(III)</td>
<td>88</td>
<td>53</td>
<td>74</td>
<td>46</td>
<td>44</td>
<td>100</td>
<td>70</td>
<td>98</td>
<td>69</td>
<td>52</td>
</tr>
<tr>
<td>(IV)</td>
<td>96</td>
<td>62</td>
<td>97</td>
<td>74</td>
<td>65</td>
<td>100</td>
<td>76</td>
<td>100</td>
<td>85</td>
<td>74</td>
</tr>
<tr>
<td>(V)</td>
<td>97</td>
<td>60</td>
<td>68</td>
<td>70</td>
<td>71</td>
<td>100</td>
<td>76</td>
<td>97</td>
<td>83</td>
<td>82</td>
</tr>
<tr>
<td>(VI)</td>
<td>98</td>
<td>60</td>
<td>20</td>
<td>78</td>
<td>73</td>
<td>100</td>
<td>72</td>
<td>37</td>
<td>84</td>
<td>84</td>
</tr>
</tbody>
</table>

In Appendix D of the supplemental file, we report on a simulation study under the same settings for the heteroscedasticity case. The comparison conclusions are similar to the findings above.

3.2. Testing linearity

Consider the linear model

\[ Y_i = 1 + 2X_i + \varepsilon_i, i = 1, \ldots, n, \]

where the covariate \( X_i \)'s are uniformly distributed on \((0, 1)\). Four distributions of errors were considered: (a) \( N(0, 1) \); (b) \( t(3) \); (c) \( LN(0, 1) \); (d) \( T(0.05, 10) \),
where $LN(0, 1)$ denotes the standardized log-normal distribution. The empirical sizes of the WGLR test are summarized in Table A.4 for $n = 60$, and 100, and smoothing parameters $h = 0.06, 0.09, 0.12$, and 0.15. The empirical sizes are slightly larger than the nominal level when the bandwidth $h$ is small, but are quite close to the nominal level when the bandwidth $h$ gets larger. In general, we observe a reasonable approximation of the level by the bootstrap procedure in all cases. The levels of test are insensitive to the distribution of errors.

Consider the alternative hypotheses

(I) Logarithm Alternative. $Y_i = 1 - X_i + \theta \log(X_i) + \varepsilon_i$;

(II) Square Alternative. $Y_i = 1 - X_i + \theta \sqrt{X_i} + \varepsilon_i$.

The size-corrected power curves against $\theta$ for these alternative models with $n = 60$ and $h = 0.09$ are displayed in Figure 1 and Figure A.1 in Appendix E, respectively. Our proposed test generally has better efficiency than the GLR, LOSS, and Zheng’s tests for the non-normal cases. The WQ test has some advantage over WGLR for the asymmetric error (lognormal), while the WGLR performs better in the three symmetric cases.

### 3.3. Testing homogeneity

Consider the varying-coefficient model:

$$Y_i = X_{1i}\beta_1(U_i) + X_{2i}\beta_2(U_i) + X_{3i}\beta_3(U_i) + \varepsilon_i,$$

where $U_i$ is uniform, the $X_i = (X_{1i}, X_{2i}, X_{3i})$ are the multivariate normal distribution $N(0, \Sigma)$, $\Sigma = (0.5|i-j|)_{1\leq i, j \leq 3}$, and

$$\beta_1(U_i) = 1 + \theta U_i^2, \quad \beta_2(U_i) = 1.5, \quad \beta_3(U_i) = -0.5 + \theta \sqrt{U_i}.$$

Table A.5 reports the empirical sizes ($\theta = 0$) of WGLR with the same settings as in Table A.4. Figures 2 and Figure A.2 report the simulated size-corrected power curves of the WGLR and GLR tests for different errors with $n = 60$, and 100, respectively. The performance of bootstrap procedure in testing homogeneity is similar to that in testing linearity. The actual level can approximately attain the nominal level in most cases; there is some deviation when the bandwidth is very small. The simulated level is insensitive to the distribution of errors, which again demonstrates the robustness of the proposed procedure. Regarding power, the WGLR test performs better than the GLR test for the non-normal distributions, as expected.

These results suggest that the WGLR test is quite robust and efficient in nonparametric testing.
Figure 1. Simulated power curves of logarithm alternative on testing linearity. The legend in the first plot is applicable for all the others.

Figure 2. Simulated power curves on testing homogeneity with $n = 60, h = 0.09$. 
Table 3. Test results for plasma beta-carotene level data.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>GLR</th>
<th>WGLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>dietary beta-carotene</td>
<td>0.000 (+)</td>
<td>0.000 (+)</td>
</tr>
<tr>
<td>Sex</td>
<td>0.265 (−)</td>
<td>0.048 (+)</td>
</tr>
<tr>
<td>Quetelet index</td>
<td>0.001 (+)</td>
<td>0.000 (+)</td>
</tr>
<tr>
<td>Calories</td>
<td>0.649 (−)</td>
<td>0.000 (+)</td>
</tr>
<tr>
<td>Fat</td>
<td>0.053 (−)</td>
<td>0.017 (+)</td>
</tr>
<tr>
<td>Fiber</td>
<td>0.037 (+)</td>
<td>0.000 (+)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>0.593 (−)</td>
<td>0.689 (−)</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>0.507 (−)</td>
<td>0.000 (+)</td>
</tr>
<tr>
<td>Smoking status (1=never)</td>
<td>0.261 (−)</td>
<td>0.000 (+)</td>
</tr>
<tr>
<td>Smoking status (2=former)</td>
<td>0.148 (−)</td>
<td>0.016 (+)</td>
</tr>
<tr>
<td>Vitamin use (1=yes, fairly often)</td>
<td>0.001 (+)</td>
<td>0.000 (+)</td>
</tr>
<tr>
<td>Vitamin use (2=yes, not often)</td>
<td>0.346 (−)</td>
<td>0.078 (−)</td>
</tr>
</tbody>
</table>

Note: “+” means rejection and “−” means acceptance at %5 level.

4. A Data Application

We applied the proposed methodology to the plasma beta-carotene level data set collected by a cross-sectional study ([Nierenberg et al.](1989)). The data is available from the StatLib database via the link [lib.stat.cmu.edu/datasets/Plasma_Retinol](http://lib.stat.cmu.edu/datasets/Plasma_Retinol). Of interest are the relationships between the plasma beta-carotene level ($Y$) and the covariates ($X$) listed in Table 3. We fit the data by using the varying coefficient model with $U$ being “Age”. The covariates “smoking status” and “vitamin use” are categorical and are thus replaced with dummy variables. The covariates, $Y$ and $U$ are standardized. Figure A.3 shows the normal QQ-plot of residuals obtained by using local linear Walsh-average estimation ([Shang, Zou, and Wang](2012)). This figure clearly indicates that the errors are not normal. Then, we applied GLR and our WGLR to test whether each varying coefficient function is zero, respectively.

We adopted the Epanechnikov kernel and the bandwidth was $h = 2.38 \times \text{sd}(U) \times n^{-2/9}$. Table 3 reports the test results at the significant level 0.05. Both tests found that the varying coefficient functions of dietary beta-carotene, Quetelet index, Fiber, Vitamin use (1=yes, fairly often) are not zero. However, our WGLR test also suggests that Sex, Calories, Fat, Cholesterol and Smoking status are important variables. To confirm whether the selected covariates are truly relevant, we plotted the estimators of each function and their 95% pointwise confidence intervals in Figure A.4. We found that the confidence intervals of those covariates selected by WGLR do not completely cover 0. This result may reflect, to a degree, that our WGLR would be more powerful and robust than GLR for the heavy-tailed distributions.
5. Discussion

The data-driven bandwidth methods that are well suited for producing visually smooth estimates of the underlying curves may not in general be appropriate for the testing problem. Some efforts have been devoted to construct “semi-data-driven” nonparametric methods, such as [Horowitz and Spokopy (2001)]. An ongoing effort of the authors is to develop a method integrating a “data-driven” adaptive smoothing parameter selection method to make the test nearly optimal in a certain sense. We can extend the WGLR test to some other popular nonparametric models, such as additive and single-index models.
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