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Abstract: We generalize the cumulative slicing estimator to dimension reduction where the predictors are subject to measurement errors. Unlike existing methodologies, our proposal involves neither nonparametric smoothing in estimation nor normality assumption on the predictors or measurement errors. We establish strong consistency and asymptotic normality of the resultant estimators, allowing that the predictor dimension diverges with the sample size. Comprehensive simulations have been carried out to evaluate the performance of our proposal and to compare it with existing methods. A dataset is analyzed to further illustrate the proposed methodology.
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1. Introduction

When predictors in regressions are observed with measurement errors, statistical analysis that ignores the measurement errors can cause substantial estimation bias. Regression models with semiparametric structures suffer from several additional issues; for instance, Carroll and Li (1992) pointed out that it is computationally demanding to evaluate the likelihood function of semiparametric regressions. Such issues are more serious when the predictor dimension is high. It is thus beneficial to develop some efficient dimension reduction methods for high-dimensional semiparametric regressions, particularly when the predictors are measured with errors. Toward this end, Carroll and Li (1992) investigated the semiparametric model \( Y = \ell(B^\tau X, \varepsilon) \), where the predictors are contaminated with measurement errors as

\[
W = \gamma + \Gamma X + \delta.
\]  

(1.1)

Here, \( X = (X_1, \ldots, X_p)^\tau \) is the \( p \)-dimensional predictor vector, \( B \) is an unknown \( p \times K \) matrix to be estimated from the observed data, \( \tau \) is the transpose operator, \( \ell \) is an unknown function, and \( \varepsilon \) is assumed to be independent of \( X \). In (1.1), \( \gamma \) is an \( r \)-dimensional nonrandom vector, \( \Gamma \) is an \( r \times p \) nonrandom matrix with
\( r \geq p \), and \( \delta \) is an \( r \)-dimensional random vector independent of \((X, Y)\). Without loss of generality we take \( \gamma = 0 \) and \( E(X) = E(\delta) = 0 \) throughout. From Cook (1998), we know that the relationship between \( Y \) and \( X \) is equivalent to the conditional independence statement

\[
Y \perp X \mid B^T X,
\]

(1.2)

where \( \perp \) denotes statistical independence, \( B \in \mathbb{R}^{p \times K} \), \( K \leq p \). Clearly \( B \) is not unique, because any orthogonal transformation of \( B \) satisfies this conditional independence as well. Therefore, we are concerned with the column space of \( B \), often referred to as the dimension reduction subspace and denoted by \( S(B) \).

Observing that any matrix whose column space contains \( S(B) \) also satisfies (1.2), Cook (1998) defined the central subspace (CS) as the intersection of all dimensional reduction subspaces satisfying (1.2) if itself is also a dimension reduction subspace. Following the convention in sufficient dimension reduction literature, we denote the CS by \( S_{Y \mid X} \). With a slight abuse of notation, we take \( S_{Y \mid X} = S(B) \). Cook (1998) provides a detailed account of useful ideas and results toward identifying the CS.

To investigate (1.2) with measurement error structure (1.1), Carroll and Li (1992) proposed to use the surrogate predictors

\[
U \overset{\text{def}}{=} LW, \quad \text{where} \quad L \overset{\text{def}}{=} \text{cov}(X, W)\Sigma_W^{-1} \quad \text{and} \quad \Sigma_W \overset{\text{def}}{=} \text{cov}(W, W).
\]

(1.3)

In spirit, the surrogate predictors \( U \) form the least squares prediction of \( X \) when \( W \) is given. The slope vector through regressing the coordinates of \( X \) against \( W \) constitutes the rows of the linear transformation \( L \). Carroll and Li (1992) pointed out that ordinary least squares (OLS) and sliced inverse regression (SIR) can produce consistent estimators of \( S_{Y \mid X} \). Lue (2004) developed a modified principal Hessian direction (pHd) method to estimate the CS. Li and Yin (2007) established a general invariance law between the surrogate and the ordinary dimensional reduction subspaces:

\[
Y \perp X \mid B^T X \quad \text{if and only if} \quad Y \perp U \mid B^T U
\]

(1.4)

when \( X \) and \( \delta \) are jointly multivariate normal. Accordingly, all inverse regression based methods using \((X, Y)\) can be readily adapted to the methods using \((U, Y)\). In regression modeling, this equivalence implies that, when \( X \) is normally distributed, we can employ the regression calibration method (see, e.g., Carroll et al. (2000)) to deal with semiparametric regressions. If \( X \) or \( \delta \) is not normally distributed, whether or not the invariance law holds true remains an open problem, although Li and Yin (2007) suggested an approximation based on the results of Hall and Li (1993). The adaptation of the OLS and the pHd
is probably easy to implement, yet both the OLS and the pHd are in spirit targeting the central mean subspace (CMS; Cook and Li (2002)) rather than the CS. In addition, pHd requires the constant variance condition, which is more stringent than the linearity condition and may not be true if \( X \) deviates from multivariate normality.

Here we first establish connection between the ordinary CS, \( S_{Y \mid X} \), and the surrogate CS, \( S_{Y \mid U} \), when \( X \) satisfies the linearity condition, then elaborate the notion of cumulative slicing estimation (Zhu, Zhu, and Feng (2010)) to recover \( S_{Y \mid X} \). Compared with the sliced inverse regression in Carroll and Li (1992), cumulative slicing estimation requires no nonparametric smoothing in estimation. We establish the strong consistency and asymptotic normality of our proposed estimators, allowing the predictor dimension \( p \) to diverge to infinity as the sample size \( n \) grows. In particular, we show that strong consistency and asymptotic normality hold true when the predictor dimension \( p = o(\sqrt{n} / \log n) \) and \( p = o(n^{1/3}) \), respectively. It is worth mentioning that, although investigation of such results is not the focus of this paper, this paper provides some insights into estimating the CS if some variable selection techniques have been adopted to choose important ones from ultra-high dimensional candidate predictors. Specifically, we can obtain consistent estimators of the CS as long as the number of important predictors is of order \( o(\sqrt{n} / \log n) \).

The remainder of this paper is structured as follows. In Section 2, we adapt the notion of cumulative slicing estimation to accommodate measurement error regressions, and justify its theoretical underpinnings for the surrogate dimensional reduction problems at the population level. We then discuss the estimation procedure at the sample level and derive some relevant asymptotics. We report results of several simulation studies in Section 3 and further illustrate our proposed methodology through an application to a dataset in Section 4. In Section 5, we discuss several extensions of our proposal. This paper concludes with a brief discussion in Section 6. All technical details are in the Appendix.

2. Methodology and Asymptotic Properties
2.1. Rationale of the method

We assume here that the predictors satisfy the linearity condition (Li (1991)):

\[
E(X \mid B^T X) = P_B(\Sigma_X)X,
\]

where \( \Sigma_X \) is the covariance matrix of \( X \), and \( P_B(\Sigma_X) \) is the projection operator in the \( \Sigma_X \) inner product of \( B \). Under (2.2), (2.1), and the adjoint property of conditional expectation, Zhu, Zhu, and Feng (2010) obtained that

\[
\Lambda(y) \equiv \text{cov}(1\{Y \leq y\}, X)
\]
= E \left[ 1\{Y \leq y\}E(X \mid Y, B^\top X) \right] \\
= E \left[ 1\{Y \leq y\}E(X \mid B^\top X) \right] \\
= P_B^\top(S_X) \text{cov}(1\{Y \leq y\}, X), \quad (2.2)

indicating that $\Sigma_X^{-1}\Lambda(y)$ lies in the CS. It can be proved without much difficulty that $\text{span}\{\Sigma_X^{-1}\Lambda(y), y \in \mathbb{R}\} = \text{span}\{\Lambda\} \subseteq S_{Y\mid X}$, where

$$\Lambda \overset{\text{def}}{=} \Sigma_X^{-1}E[\Lambda(\bar{Y})\Lambda^\top(\bar{Y})] \quad (2.3)$$

is a kernel matrix, and $\bar{Y}$ is an independent copy of $Y$. Such an observation implies that the spectral decomposition of $\Lambda$ helps to infer about $S_{Y\mid X}$ through the eigenvectors associated with the nonzero eigenvalues of $\Lambda$. In effect, (2.2) and (2.3) make the core of the cumulative mean estimation (CUME; Zhu, Zhu, and Feng (2010)). The advantage of the CUME is that it uses a determining class of unconditional covariances $\text{cov}(1\{Y \leq \cdot\}, X)$, and it is a simple moment method without nonparametric estimation.

In semiparametric regression with measurement errors, the predictors $X$ at (1.2) cannot be observed precisely, but rather via (1.1). Consequently, (2.3) cannot be applied directly to recover $S_{Y\mid X}$. We expect to utilize the surrogate prediction of $X$ based on (1.1) to identify $S_{Y\mid X}$. Recall the definition of $U$ and $L$ in (1.3). A proposition establishes the connection between the seed vector using the underlying unobservable $X$ and the seed vector using the surrogate predictor $U$.

**Proposition 1.** Suppose $\delta \perp (X, Y)$ at (1.1), and that $\Sigma_X \overset{\text{def}}{=} \text{cov}(X, X)$, $\Sigma_U \overset{\text{def}}{=} \text{cov}(U, U)$, and $\Sigma_W \overset{\text{def}}{=} \text{cov}(W, W)$ are all positive-definite matrices. If $M(y) \overset{\text{def}}{=} \text{cov}(1\{Y \leq y\}, U)$ and $\Lambda(y) \overset{\text{def}}{=} \text{cov}(1\{Y \leq y\}, X)$, then

$$\Sigma_U^{-1}M(y) = \Sigma_X^{-1}\Lambda(y). \quad (2.4)$$

Relation (2.3) in Proposition 1 holds without the linearity condition. However, this condition is still needed to ensure that the columns of $\Sigma_U^{-1}M(y)$ and $\Sigma_X^{-1}\Lambda(y)$ are vectors in the central subspace. Proposition 1 also shows that $\text{span}\{\Sigma_U^{-1}M(y), y \in \mathbb{R}\} = \text{span}\{\Sigma_X^{-1}\Lambda(y), y \in \mathbb{R}\} = \text{span}\{\Lambda\}$. Thus, to recover $S_{Y\mid X}$, it suffices to use the equivalent kernel matrix

$$M \overset{\text{def}}{=} \Sigma_U^{-1}E[M(\bar{Y})M^\top(\bar{Y})]. \quad (2.5)$$

**Corollary 1.** Under the conditions in Proposition 1,

$$S(M) = S(\Lambda). \quad (2.6)$$
An immediate consequence of Corollary 1 is that, with the linearity condition (2.1), \( S(\Lambda) = S(M) \subseteq (S_{Y|X} \cap S_{Y|U}) \). Thus, (2.4) implies that, under the linearity condition, we can recover at least a subspace of the intersection \( S_{Y|X} \cap S_{Y|U} \). This allows us to employ a spectral decomposition directly on the matrix \( M \) to infer about \( S_{Y|X} \): i.e., \( b_1, \ldots, b_K \) are the eigenvectors of \( M \) corresponding to its \( K \) nonzero eigenvalues, then \( S(b_1, \ldots, b_K) \) can be used to estimate \( S_{Y|X} \).

2.2. Estimation procedure

We discuss how to estimate the CS of measurement error regressions at the sample level, assuming \( L \) is known or unknown. When \( L \) is unknown, we present two methods to estimate it.

2.2.1. \( L \) is known

Based on (1.3), \( M(y) \) in Proposition 1 can be written as \( M(y) = LV(y) \), where \( V(y) \overset{\text{def}}{=} \text{cov}(\{Y \leq y\}, W) \). We take

\[
V \overset{\text{def}}{=} E[V(Y)V^T(Y)].
\]

(2.7)

Suppose that \( n \) observations \( \{(w_i, y_i), i = 1, \ldots, n\} \) are available, and our objective is to estimate, using the \((w_i, y_i)\)'s, the kernel matrix \( V \) and then its eigenvalues and corresponding eigenvectors. Let \( E_n(\cdot) \) be the average over all sample points, so \( E_n[f(X, Y)] = n^{-1} \sum_{i=1}^{n} f(x_i, y_i) \). An estimator of \( V(y) \) for any given \( y \), denoted by \( V_n(y) \), is

\[
V_n(y) \overset{\text{def}}{=} n^{-1} \sum_{i=1}^{n} [w_i - E_n(W)]1\{y_i \leq y\}.
\]

Hence, an estimator of \( V \), written as \( V_n \), is

\[
V_n \overset{\text{def}}{=} E_n[V_n(Y)V_n^T(Y)].
\]

(2.8)

Accordingly, we can estimate \( M(y) \) and \( M \) with

\[
M_n(y) \overset{\text{def}}{=} LV_n(y), \quad \text{and} \quad M_n \overset{\text{def}}{=} LE_n[V_n(Y)V_n^T(Y)]L^T.
\]

(2.9)

We can estimate \( \Sigma_W \) using \( \Sigma_{W,n} = n^{-1} \sum_{i=1}^{n} [w_i - E_n(W)][w_i - E_n(W)]^T \) and \( \Sigma_U \) using \( \Sigma_{U,n} = L\Sigma_{W,n}L^T \). Let \( \hat{b}_1, \ldots, \hat{b}_K \) be the \( K \) principal eigenvectors of \( \Sigma_{U,n}^{-1}M_n \). Then, \( S(\hat{b}_1, \ldots, \hat{b}_K) \) can be used to estimate \( S_{Y|X} \).

2.2.2. \( L \) is unknown

When \( L \) is unknown, there are two ways to estimate it depending upon availability: using validation data, or replication data. Consider a validation
dataset \((x'_1, w'_1), \ldots, (x'_m, w'_m)\) as an external sample, and assume the size of \(m\) is much smaller than \(n\). Using this auxiliary sample to estimate \(L\) through least squares, we have

\[
L_m^{(1)} \overset{\text{def}}{=} \Sigma_{(1)XW,m}^{-1} \Sigma_{(1)W,m},
\]

where

\[
\Sigma_{(1)XW,m} \overset{\text{def}}{=} m^{-1} \sum_{i=1}^{m} [x'_i - E_m(X')] [x'_i - E_m(X')]^\top
\]

and

\[
\Sigma_{(1)W,m} \overset{\text{def}}{=} m^{-1} \sum_{i=1}^{m} [w'_i - E_m(W')] [w'_i - E_m(W')]^\top.
\]

Next we turn to replication data. Here \(\Gamma = I_p\) and \(W\) is an unbiased surrogate for \(X\), as considered by Carroll and Li (1992), \(I_p\) is the \(p \times p\) identity matrix. Suppose \((x'_1, w'_{1j}), \ldots, (x'_m, w'_{mj})\) are generated from

\[
w'_{ij} = \gamma + x'_i + \delta_{ij}, j = 1, 2, i = 1, \ldots, m,
\]

where \(\delta_{ij}\)’s are independent and identically distributed, and are independent of \((w'_{ij}, y_i)\). From (2.11),

\[
\var(w'_{11} - w'_{12}) = 2\Sigma_\delta, \quad \var(w'_{11} + w'_{12}) = 4\Sigma_X + 2\Sigma_\delta.
\]

Thus we can use \\{\((x'_1, w'_{1j}), \ldots, (x'_m, w'_{mj})\)\} to estimate \(\Sigma_\delta\) and \(\Sigma_W\) by

\[
\Sigma_{\delta,m} \overset{\text{def}}{=} (2m)^{-1} \sum_{i=1}^{m} (w'_{11} - w'_{12})(w'_{11} - w'_{12})^\top, \text{ and}
\]

\[
\Sigma_{(2)W,m} \overset{\text{def}}{=} (4m)^{-1} \sum_{i=1}^{m} [(\bar{w}'_{i1} + \bar{w}'_{i2})(\bar{w}'_{i1} + \bar{w}'_{i2})^\top + (\bar{w}'_{i1} - \bar{w}'_{i2})(\bar{w}'_{i1} - \bar{w}'_{i2})^\top],
\]

where \(\bar{w}'_{ij} \overset{\text{def}}{=} w'_{ij} - E_m(W'_j), i = 1, \ldots, m, j = 1, 2\). Because \(L = \Sigma_{XW} \Sigma_W^{-1} = I_p - \Sigma_\delta \Sigma_W^{-1}\), take

\[
L_m^{(2)} \overset{\text{def}}{=} I_p - \Sigma_{\delta,m} \Sigma_{(2)W,m}^{-1}.
\]

With a consistent estimator of \(L\) defined in either (2.11) when the validation data are used, or in (2.12) when the replication data are used, the corresponding estimators of \(M(y)\) and \(M\) are

\[
M_{mn}^*(y) \overset{\text{def}}{=} L_m^{(j)} V_n(y) \quad \text{and} \quad M_{mn}^* \overset{\text{def}}{=} L_m^{(j)} E_n[V_n(Y) V_n^\top(Y)] L_m^{(j)^\top},
\]

where \(j = 1\) is for the validation data case and \(j = 2\) is for the replication data case. We can now obtain the two estimators of \(\Sigma_U\), denoted by
\[ \Sigma_{U,mn} = L_m^j \Sigma_{W,n} L_m^j, j = 1, 2. \] Let \( \widehat{b}_1^*, \ldots, \widehat{b}_K^* \) be the \( K \) principal eigenvectors of \( \Sigma_{U,nn}^{-1} M_{nn}^* \). Then, \( S(\widehat{b}_1^*, \ldots, \widehat{b}_K^*) \) can be used to estimate \( S_Y|X \).

2.3. Asymptotic results

Theorem 1. In addition to the linearity condition, we assume the following.

(A1) \( \max_{1 \leq i \leq p} E|X_i^4| < \infty \) and \( \max_{1 \leq i \leq p} E|\hat{\delta}_i^4| < \infty \) hold uniformly for \( p \).

(A2) For largest eigenvalue of \( LL^* \) and \( \Sigma_W \), \( \lambda_{\text{max}}(LL^*) < \infty \) and \( \lambda_{\text{max}}(\Sigma_W) < \infty \) uniformly for \( p \).

(A3) \( \Sigma_X \) and \( \Sigma_U \) are positive definite matrices uniformly for all \( p \).

Then \( ||\Sigma_{U,nn}^{-1} M_n - \Sigma_{U}^{-1} M|| = o(p \log n/\sqrt{n}) \) almost surely when \( L \) is known, and \( ||\Sigma_{U,nn}^{-1} M_{nn}^* - \Sigma_{U}^{-1} M|| = o(p \log m/\sqrt{m}) \) almost surely when \( L \) is unknown and needs to be estimated from the validation or replication data.

Strong consistency thus holds true even when \( p \) goes to infinity at a rate of \( o(\sqrt{n}/\log n) \).

Theorem 2. In addition to the conditions in Theorem 1, we assume the following.

(A4) \( \max_{1 \leq i \leq p} E|X_i^8| < \infty \) and \( \max_{1 \leq i \leq p} E|\delta_i^8| < \infty \) uniformly for \( p \).

(A5) \( \text{var}(e^\top \Sigma_U^{-1} S_1 b_i) = \lambda_i^{-2} e^\top \Sigma_U^{-1} E(S_1 b_i b_i^\top S_1^\top) \Sigma_U^{-1} e \to G_i, \) where \( G_i \) is a positive constant, \( i = 1, \ldots, K, \) and \( S_1 \) is defined in (A.8) in the Appendix.

For \( e \) a unit length vector orthogonal to \( S_Y|X \), \( L \) is known, and \( p = o(n^{1/3}) \),

\[ \sqrt{ne^\top \hat{b}_i} \to N(0, G_i), \quad i = 1, \ldots, K. \]

If \( m \) is the size of the validation or replicated dataset with \( m < n \), \( L \) is unknown, and \( p = o(m^{1/3}) \), then

\[ \sqrt{me^\top \hat{b}_i^*} \to N(0, G_i), \quad i = 1, \ldots, K. \]

2.4. Dimension determination

Zhu, Zhu, and Feng (2010) stated that, as the predictor dimension \( p \) diverges with the sample size \( n \), the usual \( \chi^2 \)-sequential test statistic (Li (1991) and Cook (1998a)) may not be proper because the degree of freedom of the \( \chi^2 \)-sequential
test also diverges. Following Zhu, Miao, and Peng (2006), we proposed a BIC-type criterion to determinate $K$:

$$\hat{K} \defeq \arg \min_{1 \leq k \leq p} \{ G(k) \},$$

(2.14)

where

$$G(k) \defeq \frac{1}{k} \sum_{i=1}^{k} \hat{\lambda}_i^2 \left/ \sum_{i=1}^{p} \hat{\lambda}_i^2 - C_n \frac{k(k+1)}{2} \right..$$

Here $k(k+1)/2$ is the number of free parameters when the target matrix is of rank $k$. The $\hat{\lambda}_i$s are the sample eigenvalues of $\Sigma_{U,n}^{-1}M_n$ or $\Sigma_{U,nn}^{-1}M_{nn}^*$. Zhu, Zhu, and Feng (2010) suggested $C_n = 2n^{3/4}$. How to choose an optimal penalty for $C_n$ in a data-driven manner is a challenging issue, particularly when $p$ is divergent.

3. Numerical Studies

In this section we report on simulations to evaluate the performance of our proposed method and to compare it with existing competitors. To measure estimation accuracy, we adopt the trace correlation criterion proposed by Ferré (1998):

$$R^2(K) = \text{trace}(P_BP_B)/K,$$

where $B$ is a $p \times K$ matrix spanning $S_{Y|X}$, $B$ is a $p \times K$ matrix whose columns are the eigenvectors associated with the $K$ nonzero eigenvalues of $\Sigma_{U,n}^{-1}M_n$ or $\Sigma_{U,nn}^{-1}M_{nn}^*$, and $P_B$ and $P_{\hat{B}}$ are the respective projection operators in the standard inner product of $B$ and $\hat{B}$. The closer $R^2(K)$ is to 1, the better the performance of the $K$ nonzero eigenvalues of $\Sigma_{U,n}^{-1}M_n$ or $\Sigma_{U,nn}^{-1}M_{nn}^*$ in estimating $S_{Y|X}$.

We compare our method with SIR (Carroll and Li (1992)), pHd (Lue (2004)) and the CR proposed in Li and Yin (2007), all of which utilize the surrogate variable $U$ instead of $X$. For SIR, different numbers of slices in the estimators were chosen, $H$ at 5 and 10. For CR, the cutting number $c$ was taken to be 0.5. To examine the performance of our method in high-dimensional cases with $p$ associated with the sample size, we considered sample sizes with $(n, p) = (100, 19), (225, 29), (400, 39), (625, 49)$. Six models were adopted:

$$Y = X_1 - X_2 + X_3 + 4 \varepsilon,$$

(3.1)

$$Y = \exp (X_1 - X_2 + 4 \varepsilon),$$

(3.2)

$$Y = \sin (X_1 - X_2 + 1.5 \varepsilon),$$

(3.3)

$$Y = \log(|X_1 + 1|) + \varepsilon,$$

(3.4)

$$Y = X_1(1 + X_2) + 0.5 \varepsilon,$$

(3.5)

$$Y = X_2/[0.5 + (1.5 + X_1)^2] + \varepsilon.$$

(3.6)

In these models, $X = (X_1, X_2, \ldots, X_p)^T$ is independent of $\varepsilon$. We want to estimate $S_{Y|X}$. In (3.1), $K = 1$ and $S_{Y|X} = \text{span}\{(1, -1, 1, 0, 0, \ldots, 0)^T\}$;
in (3.2) and (3.3), $K = 1$ and $S_{Y|X} = \text{span}\{(1, -1, 0, 0, \ldots, 0)\}^T$; in (3.4), $K = 1$ and $S_{Y|X} = \text{span}\{(1, 0, 0, 0, \ldots, 0)\}^T$; in (3.5) and (3.6), $K = 2$ and $S_{Y|X} = \text{span}\{(1,0,0,\ldots,0)^T,(0,1,0,0,\ldots,0)^T\}$. The measurement errors in (1.1) are set in each example.

**Example 1.** We assume that the link $L$ is known. The predictors $X_{ij}$ were generated from the $t$-distribution $t(6)$, $i = 1, \ldots, n$, $j = 1, \ldots, p$, and the $\varepsilon$ were drawn from uniform distribution over the interval $[-0.2, 0.2]$. Because $X$ contains measurement errors in the manner of model (1.1), we took $\Gamma$ as the $p \times p$ matrix with diagonal elements 1, and off-diagonal elements 0.5, and $\delta_i \sim N_p(0, \sigma^2 I_p)$, $i = 1, \ldots, n$.

By invoking (1.3), we have

$$L = \Gamma^T \left( \Gamma \Gamma^T + \frac{0.3^2}{\sigma^2_{t(6)}} \times I_p \right)^{-1},$$

where $\sigma^2_{t(6)}$ stands for the variance of the $t$-distribution with six degrees of freedom. With this known $L$, we estimated $S_{Y|X}$ following the routines suggested in Section 2.2.1. We conducted 200 simulation replications. The averages and standard deviations of the $R^2(K)$ values are reported in Table 1.

Models (3.1) and (3.2) have been shown to be favorable to SIR, and SIR again showed favorably for (3.1) and (3.2) with a transformation of $Y$. However, our method is superior to SIR in models (3.3)-(3.6), and is slightly better than CR in (3.1)-(3.4). In (3.5), the CR method is the winner over its competitors; further, the pHd method produces much lower $R^2(K)$ values than either the SIR or our method.

**Example 2.** In this example, we took validation data to be available. We generated $X$, $\delta$, $\varepsilon$ and $\Gamma$ as in Example 1, but with the sample size $m$ of the validation data much smaller. In our simulations, we chose $m = [n/2]$. We first employed the validation data to estimate $L^{(1)}_m$ by (2.10), then used (2.13) to recover $S_{Y|X}$. The results for the means and the standard deviations of the $R^2(K)$ values, obtained from 200 simulation replications, are reported in Table 2.

In this example, SIR performs well for (3.1) and (3.2), while our method works well for the other models. The pHd exhibits poor performance here, in line with Cook’s (1998b) observations that it is probably not efficient in symmetric models. All three methods in this example exhibit similar performance to those in Example 1, but less well given the need to estimate the unknown $L$.

**Example 3.** In this example the link $L$ is estimated using replication data. Following Carroll and Li (1992), we generated the data from (2.11) by taking $\gamma =$
Table 1. With a known link \( L \) in Example 1. The means and standard deviations of the \( R^2(K) \) values.

<table>
<thead>
<tr>
<th>( H \rightarrow )</th>
<th>( n' = 100, p = 19 )</th>
<th>( n = 225, p = 29 )</th>
<th>( n = 400, p = 39 )</th>
<th>( n = 625, p = 49 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIR</td>
<td>pHd</td>
<td>CR</td>
<td>our method</td>
<td></td>
</tr>
<tr>
<td>model(1)</td>
<td>0.8013 ± 0.0436</td>
<td>0.8733 ± 0.0433</td>
<td>0.1547 ± 0.1248</td>
<td>0.8431 ± 0.0461</td>
</tr>
<tr>
<td>model(2)</td>
<td>0.8560 ± 0.0508</td>
<td>0.8714 ± 0.0445</td>
<td>0.2936 ± 0.1652</td>
<td>0.8441 ± 0.0445</td>
</tr>
<tr>
<td>model(3)</td>
<td>0.7489 ± 0.1459</td>
<td>0.7502 ± 0.1422</td>
<td>0.0356 ± 0.0497</td>
<td>0.7641 ± 0.1201</td>
</tr>
<tr>
<td>model(4)</td>
<td>0.6271 ± 0.2122</td>
<td>0.6171 ± 0.2306</td>
<td>0.0872 ± 0.1684</td>
<td>0.6277 ± 0.1610</td>
</tr>
<tr>
<td>model(5)</td>
<td>0.4557 ± 0.1191</td>
<td>0.4372 ± 0.1157</td>
<td>0.3666 ± 0.1206</td>
<td>0.5213 ± 0.1007</td>
</tr>
<tr>
<td>model(6)</td>
<td>0.5955 ± 0.1028</td>
<td>0.5807 ± 0.1025</td>
<td>0.2253 ± 0.1066</td>
<td>0.4955 ± 0.1201</td>
</tr>
</tbody>
</table>

0, \( \Gamma = I_p \), so \( w_{ij} = x_i + \delta_{ij}, \, j = 1, 2, i = 1, \ldots, m \). Here, \( x_{ij} \) was generated from the \( t \)-distribution \( t(6) \), \( i = 1, \ldots, m, \, j = 1, \ldots, p \), \( \delta_{ij} \) was from \( N_p(0, 0.3^2 \times I_p) \).

The replication sample size was \( m = [n/2] \). We obtained \( L_m^{(2)} \) with (2.12), and estimated \( S_{Y|X} \) by (2.13). We investigated the performance of SIR, pHd, and our method. The averages of the 200 replications of the \( R^2(K) \) values and the corresponding standard deviations are reported in Table 3.

Our conclusions are similar to those for Example 2. As \( n \) and \( m \) grow, the performance of SIR and our method improves, although our method exhibits superior performance for (5.3)–(5.4) and SIR works better for (5.1)–(5.2). In (5.3), the CR method performs quite well when both \( n \) and \( m \) are large.

The three examples convey similar messages: SIR works well for the linear and transformed linear models, while our method outperforms its competitors in some other complicated nonlinear models. Our method is comparable to SIR in (5.1)–(5.2) and to CR in (5.3). This suggests that our proposal is indeed worthy
We estimated $L$ with validation data in Example 2 and give the means and standard deviations of $R^2(K)$ values.

<table>
<thead>
<tr>
<th>$H \rightarrow$</th>
<th>SIR</th>
<th>pHd</th>
<th>CR</th>
<th>our method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 100, \ m = 50, \ p = 19$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H \rightarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.6989 ± 0.1026 0.7253 ± 0.0869 0.1328 ± 0.1176 0.6990 ± 0.0993 0.7190 ± 0.0967</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.6159 ± 0.1565 0.5882 ± 0.1515 0.0445 ± 0.0621 0.6123 ± 0.1411 0.6313 ± 0.1314</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5264 ± 0.1668 0.5145 ± 0.2109 0.0835 ± 0.1702 0.4923 ± 0.1689 0.5715 ± 0.1473</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3964 ± 0.1229 0.3726 ± 0.1163 0.3388 ± 0.1189 0.4756 ± 0.0923 0.4406 ± 0.1028</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5169 ± 0.1053 0.5322 ± 0.1073 0.2217 ± 0.1028 0.4239 ± 0.1106 0.5811 ± 0.0853</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H \rightarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.8409 ± 0.0389 0.8464 ± 0.0423 0.1513 ± 0.1191 0.8298 ± 0.0513 0.8355 ± 0.0487</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.8277 ± 0.0457 0.8356 ± 0.0394 0.2422 ± 0.1242 0.8131 ± 0.0617 0.8325 ± 0.0511</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7513 ± 0.0824 0.7578 ± 0.0710 0.0278 ± 0.0385 0.7607 ± 0.0734 0.7703 ± 0.0679</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7167 ± 0.0937 0.7000 ± 0.0864 0.0797 ± 0.1814 0.6945 ± 0.0911 0.7275 ± 0.0824</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5158 ± 0.0896 0.5113 ± 0.1005 0.4061 ± 0.1126 0.5756 ± 0.0744 0.5502 ± 0.0859</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6634 ± 0.0723 0.6766 ± 0.0696 0.2383 ± 0.0918 0.5433 ± 0.0772 0.6915 ± 0.0646</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H \rightarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.8771 ± 0.0295 0.8867 ± 0.0247 0.1316 ± 0.1114 0.8600 ± 0.0379 0.8679 ± 0.0279</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.8725 ± 0.0298 0.8620 ± 0.0301 0.2885 ± 0.1168 0.8270 ± 0.0344 0.8569 ± 0.0301</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8275 ± 0.0535 0.8248 ± 0.0524 0.0246 ± 0.0335 0.8055 ± 0.0489 0.8324 ± 0.0467</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7717 ± 0.0686 0.7775 ± 0.0664 0.1205 ± 0.2596 0.7461 ± 0.0609 0.7864 ± 0.0574</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6063 ± 0.0825 0.6176 ± 0.0905 0.4650 ± 0.1093 0.6734 ± 0.0540 0.6305 ± 0.0628</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7411 ± 0.0468 0.7530 ± 0.0455 0.2574 ± 0.0884 0.5876 ± 0.0563 0.7643 ± 0.0487</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H \rightarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.9041 ± 0.0214 0.9049 ± 0.0192 0.1422 ± 0.0961 0.8887 ± 0.0275 0.8997 ± 0.0201</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.9017 ± 0.0214 0.9239 ± 0.0222 0.2861 ± 0.0995 0.8882 ± 0.0275 0.9178 ± 0.0203</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8600 ± 0.0398 0.8616 ± 0.0375 0.0150 ± 0.0191 0.8467 ± 0.0311 0.8632 ± 0.0308</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8210 ± 0.0549 0.8281 ± 0.0453 0.1754 ± 0.3037 0.8089 ± 0.0422 0.8301 ± 0.0388</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6737 ± 0.0601 0.6854 ± 0.0631 0.5149 ± 0.1081 0.7233 ± 0.0473 0.6999 ± 0.0538</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7862 ± 0.0341 0.8024 ± 0.0329 0.2939 ± 0.0905 0.6123 ± 0.0454 0.8045 ± 0.0317</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of recommendation.

4. Application to Cardiovascular Disease Factors Two-Township Study

We applied our method to the Cardiovascular Disease Factors Two-Township Study carried out in Taiwan to investigate the risk factors for a high cholesterol level. The dataset was collected by Pan et al. (1997) and was used in Lue (2004). It includes six factors: Age ($W_1$), waist measurement ($W_2$), hip measurement ($W_3$), triglycedrine level ($W_4$), BMI measurement ($W_5$) and WHR measurement ($W_6$). Of these variables, age is observed precisely while the other five are measured with errors. All subjects have three replicates, each with the same size of 1,941. Each subject’s cholesterol level ($Y$) was measured at the third examination. We are interested in investigating whether all six factors have an impact on subject’s cholesterol level ($Y$). Following Lue (2004), we used the first two replicates of the five factors with measurement errors to obtain an estimator of $L$, denoted by $\hat{L}^{(2)}_{in}$. We corrected the five factors in the third replicate by $\hat{L}^{(2)}_{in}$ and then combined age ($W_1$) in the third examination with the transformed variables $\hat{L}^{(2)}_{in}(W_2, \ldots, W_6)^T$ to obtain the surrogate variable $\hat{U}$. With the BIC-type cri-
Table 3. We estimated \( L \) with replication data in Example 3 and give the means and standard deviations of \( R^2(K) \) values.

<table>
<thead>
<tr>
<th></th>
<th>SIR</th>
<th>pHcL</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n = 100, m = 50, p = 19 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 100, m = 50, p = 19 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 225, m = 112, p = 29 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 400, m = 200, p = 39 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 625, m = 312, p = 49 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 100, m = 50, p = 19 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 100, m = 50, p = 19 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 225, m = 112, p = 29 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 400, m = 200, p = 39 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n = 625, m = 312, p = 49 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( H \to 5 )</td>
<td>0.8794 ± 0.0437</td>
<td>0.9021 ± 0.0379</td>
<td>0.1660 ± 0.1431</td>
</tr>
<tr>
<td>( H \to 10 )</td>
<td>0.8276 ± 0.0491</td>
<td>0.8942 ± 0.0397</td>
<td>0.2778 ± 0.1536</td>
</tr>
<tr>
<td>( H \to 5 )</td>
<td>0.7891 ± 0.1259</td>
<td>0.7721 ± 0.1473</td>
<td>0.0496 ± 0.0721</td>
</tr>
<tr>
<td>( H \to 10 )</td>
<td>0.6848 ± 0.1749</td>
<td>0.6789 ± 0.2126</td>
<td>0.0806 ± 0.1783</td>
</tr>
<tr>
<td>( H \to 5 )</td>
<td>0.4362 ± 0.1363</td>
<td>0.4400 ± 0.1488</td>
<td>0.4303 ± 0.1340</td>
</tr>
<tr>
<td>( H \to 10 )</td>
<td>0.6472 ± 0.1608</td>
<td>0.6493 ± 0.1137</td>
<td>0.2632 ± 0.1007</td>
</tr>
</tbody>
</table>

Our method gives

\( \hat{\beta} = (0.1977, -0.5201, 0.7358, -0.0203, 0.3844, -0.0283)^T, \)

possibly indicating that the hip measurement has the dominant effect. Using the same dataset, we also tried out the SIR with 10 slices to estimate the direction (Carroll and Li (1992)). The estimated direction is

\( \hat{\beta}_{sir} = (0.2097, -0.4940, 0.7454, -0.0827, 0.3856, -0.0286)^T, \)

which agrees with our observation that hip measurement plays the dominant role. The angle between the two estimated directions obtained with the two methods is almost 0, as the cosine value of angle \( \hat{\beta}^T \hat{\beta}_{sir} = 0.9976 \). Thus, for this dataset, our method and SIR agree that a subject’s hip measurement has a potential influence on their cholesterol levels.
5. Some Extensions

There are several ways to extend the methodology to handle measurement error regressions. For example, an anonymous referee observed that, to identify the CS, the indicator function $1\{Y \leq y\}$ in (2.2) can be replaced with any measurable function $f_y(Y)$, for $y \in \mathbb{R}$. In parallel to (2.2), we can show that

$$\Lambda(y) \defeq \text{cov}(f_y(Y), X) = P_B(\Sigma X)\text{cov}(f_y(Y), X),$$

indicating that, for an arbitrary measurable function $f_y(Y)$, $\Sigma X^{-1} \Lambda(y) \subseteq \mathcal{S}_{Y|X}$.

This modification indeed generalizes the scope of cumulative slicing estimation, which corresponds to the CUME method here if we choose $f_y(Y) = 1\{Y \leq y\}$, and the ordinary least squares (OLS) procedure in Carroll and Li (1992) if we choose $f_y(Y) = Y$. Let $\Lambda(y) \defeq \text{cov}(U, f_y(Y))$ for an arbitrary measurable function $f_y(Y)$. Following (5.1) and similar arguments for proving Proposition 1, we can show that

$$\Sigma^{-1} \Lambda(y) = \Sigma^{-1} \Lambda(y).$$

This enables us to design some other dimension reduction methods to analyze measurement error data.

Another way of generalizing the CUME method is to consider using the second moment of $X$ given $Y$. Observing that $\text{cov}(1\{Y \leq y\}, X) = \text{cov}(1\{Y \leq y\}, E(X \mid Y))$, Zhu, Zhu, and Feng (2010) pointed out that the CUME method fails if $E(X \mid Y)$ degenerates. They proposed cumulative variance estimation (CUVE) and cumulative directional regression (CUDR). In the measurement error regressions, we can extend the CUME method. Zhu, Zhu, and Feng (2010) noticed that the CUME method replaces $E(X \mid Y)$ in SIR with $E[X1\{Y \leq y\}]$, and then proposed CUVE by replacing $\text{var}(X \mid Y)$ by $\text{var}[X1\{Y \leq y\}]$. Assuming (2.1) and the constant variance condition

$$\text{var}(X \mid B^\tau X) = \Sigma_X^{-1} - \Sigma_X B(B^\tau \Sigma_X B)^{-1}B^\tau \Sigma_X,$$

we now propose the kernel matrix of the CUVE for measurement error problem. Let $V(y) \defeq \text{var}[U1\{Y \leq y\}] - F(y)L\Sigma_W L^\tau$ and

$$M^* \defeq \Sigma_U^{-1} E[V(\bar{Y})V^\tau(\bar{Y})],$$

where $\bar{Y}$ is an independent copy of $Y$.

Theorem 3. Assume (2.1) and (5.3). Then $\mathcal{S}(M^*) \subseteq \mathcal{S}_{Y|X}$. 
Following Zhu, Zhu, and Feng (2010), we can further develop an extension of the cumulative directional regression (CUDR) method under the measurement error setting. The directional regression (DR) method was proposed by Li and Wang (2007) using $E[(X - \tilde{X})(X - \tilde{X})^T | Y, \tilde{Y}]$ to infer about $S_{Y|X}$, where $(X, Y)$ is an independent copy of $(X, \tilde{Y})$. Zhu, Zhu, and Feng (2010) extended the DR idea and proposed CUDR method by using $E[(X - \tilde{X})(X - \tilde{X})^T 1\{Y \leq y\}1\{\tilde{Y} \leq \tilde{y}\}] - 2F(\tilde{y})F(y)\Sigma_X$. Inspired by this, let $R(y, \tilde{y}) \overset{\text{def}}{=} E[(U - \tilde{U})(U - \tilde{U})^T 1\{Y \leq y\}1\{\tilde{Y} \leq \tilde{y}\}] - 2F(\tilde{y})F(y)L\Sigma_WL^T$, where $(\tilde{U}, \tilde{Y})$ is an independent copy of $(U, Y)$. Moreover, let $M^{**} \overset{\text{def}}{=} \Sigma_U^{-1}E[R(Y, \tilde{Y})R^T(Y, \tilde{Y})].$

**Theorem 4.** Assume (2.1) and (5.3). Then $S(M^{**}) \subseteq S_{Y|X}$.

With Theorems 3 and 4, we can estimate $S_{Y|X}$ as in Section 2. Details are omitted here.

### 6. Concluding Remarks

In this paper, we have studied sufficient dimension reduction when the predictors in semiparametric regressions are measured with errors. Our method enhances the estimation efficiency in comparison with existing methods. The resultant estimators are consistent when the predictor dimension $p$ diverges with the sample size $n$ at a rate of at most $p = o(n^{1/2}/\log n)$. This inspires us to consider the variable selection issue: When the predictor dimension is very large, how can important variables be selected, and to what extent can the predictor dimension $p$ be brought down to a value much smaller than $n$ while retaining the estimation consistency? There are such variable selection procedures, as the Dantzig selector (Candes and Tao (2007)), the LASSO (Tibshirani, R. (1996)), the SCAD (Fan and Li (2001)) and the SIS (Fan and Lv (2008)), etc. It may be feasible to combine one of these approaches with that proposed herein if an objective function is properly defined. Research along this line is warranted.
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Appendix

Proof of Proposition 1. We first observe that
\[ L = \text{cov}(X, W) \Sigma_W^{-1} = \text{cov}(X, \Gamma X + \delta) \Sigma_W^{-1} = \Sigma_X \Gamma X \Sigma_W^{-1} \text{ and} \]
\[ \Sigma_U = \text{cov}(LW) = L \text{cov}(W) L^\tau = \text{cov}(X, W) \Sigma_W^{-1} \text{cov}(X, W)^\tau \]
\[ = \Sigma_X \Gamma \Sigma_W^{-1} \Gamma \Sigma_X = L \Gamma \Sigma_X. \] (A.1)

Consequently,
\[ \text{cov}(\mathbf{1}\{Y \leq y\}, U) = L \Gamma \text{cov}(\mathbf{1}\{Y \leq y\}, X) + L \text{cov}(\mathbf{1}\{Y \leq y\}, \delta) \]
\[ = L \Gamma \Sigma_X \Sigma_W^{-1} \text{cov}(\mathbf{1}\{Y \leq y\}, X) = \Sigma_U \Sigma_X \text{cov}(\mathbf{1}\{Y \leq y\}, X), \]
which yields the desired conclusion.

Proof of Theorem 1. Note that
\[ \Sigma_U^{-1} M_n - \Sigma_U^{-1} M = \Sigma_U^{-1} (\Sigma_U - \Sigma_U, n) \Sigma_U^{-1} L (V_n - V) L^\tau + \Sigma_U^{-1} (\Sigma_U - \Sigma_U, n) \Sigma_U^{-1} LV L^\tau \]
\[ + \Sigma_U^{-1} L (V_n - V) L^\tau. \]

To prove Theorem 1, it suffices to investigate the convergence rate of \( \| \hat{V}_n - V \| \)
and \( \| \Sigma_U, n - \Sigma_W \| \), where \( \| A \| \) is the Frobenius norm of \( A \). We split the proof into three main steps and several sub-steps.

Step 1. We show that
\[ \| V_n - V \| = o\left( \frac{p \log n}{\sqrt{n}} \right), \text{ almost surely.} \]

Note that \( V_n \) can be recast as a \( U \)-statistic:
\[ V_n = \frac{6}{n(n - 1)(n - 2)} \sum_{1 \leq i < j < k \leq n} h(w_i, y_i, w_j, y_j, w_k, y_k), \]
with the kernel
\[ h(w_1, y_1, w_2, y_2, w_3, y_3) \]
\[ = \frac{1}{6} \left[ (w_1 w_2 + w_2 w_1^r) \mathbf{1}\{y_1 \leq y_3\} \mathbf{1}\{y_2 \leq y_3\} + (w_1 w_3 + w_3 w_1) \mathbf{1}\{y_1 \leq y_2\} \mathbf{1}\{y_3 \leq y_2\} \right. \]
\[ + (w_2 w_3 + w_3 w_2^r) \mathbf{1}\{y_2 \leq y_1\} \mathbf{1}\{y_3 \leq y_1\} \right]. \]
We approximate $V_n$ with its Hájek projection (Serfling (1980)),

$$
\hat{V}_n = \sum_{i=1}^{n} E(V_n | w_i, y_i) - (n-1)E(V_n).
$$

**Step 1.1.** We show that

$$
\|V_n - \hat{V}_n\| = o\left(\frac{p \log n}{n}\right)
$$

almost surely, (A.2) because $V_n - \hat{V}_n$ is itself a $U$-statistic that has the form

$$
V_n - \hat{V}_n = \frac{6}{n(n-1)(n-2)} \sum_{1 \leq i < j < k \leq n} H(w_i, y_i, w_j, y_j, w_k, y_k),
$$

with the symmetric kernel

$$
H(w_1, y_1, w_2, y_2, w_3, y_3) = h(w_1, y_1, w_2, y_2, w_3, y_3)
- h_1(w_1, y_1) - h_1(w_2, y_2) - h_1(w_3, y_3) - E(V_n),
$$

where $h_1(w_i, y_i) = E[h(W_1, Y_1, W_2, Y_2, W_3, Y_3) | W_i = w_i, Y_i = y_i] - E(V_n)$. Using Lemma A in Section 5.2.1 of Serfling (1980, p.183), we have

$$
\text{var}(V_n - \hat{V}_n) = \frac{18 \zeta_2}{n(n-1)},
$$

where $\zeta_2 = \text{var}[H(W_1, Y_1, W_2, Y_2, W_3, Y_3)]$ because $V_n - \hat{V}_n$ is a degenerated $U$-statistic. Next, we calculate the order of $\|\zeta_2\|$. Note that $EV_n = E\hat{V}_n$,

$$
\zeta_2 = \text{var}[H(W_1, Y_1, W_2, Y_2, W_3, Y_3)]
= E[\text{vec}(H(W_1, Y_1, W_2, Y_2, W_3, Y_3))\text{vec}^\top(H(W_1, Y_1, W_2, Y_2, W_3, Y_3))].
$$

Therefore,

$$
\|\zeta_2\| = \left\|E[\text{vec}(H(W_1, Y_1, W_2, Y_2, W_3, Y_3))\text{vec}^\top(H(W_1, Y_1, W_2, Y_2, W_3, Y_3))]\right\|
\leq \left\|E[\text{vec}^\top(h(W_1, Y_1, W_2, Y_2, W_3, Y_3) - E(V_n))
\text{vec}(h(W_1, Y_1, W_2, Y_2, W_3, Y_3) - E(V_n))]\right\|
+ 9\left\|E[\text{vec}^\top(h_1(W_1, Y_1))\text{vec}(h_1(W_1, Y_1))]\right\|.
$$

Using the assumption that $\max_{1 \leq i \leq p} E(W_i^4) < \infty$ uniformly in $p$, we can show without difficulty that $\|\zeta_2\| \leq Cp \sum_{i=1}^{p} E(W_i^4) = O(p^2)$, which ensures that

$$
\|\text{var}(V_n - \hat{V}_n)\| = O\left(\frac{p^2}{n^2}\right).
$$
Take $\lambda_n = (p \log n/n)^{-1}$. It suffices to prove that, for any $\varepsilon > 0$,

$$ P(\limsup \lambda_n \| V_n - \hat{V}_n \| > \varepsilon) = 0. $$

Let $\varepsilon > 0$ be given by the Borel-Cantelli lemma. As $\lambda_n$ is nondecreasing for a large $n$, it suffices to show that

$$ \sum_{k=0}^{\infty} P\left( \max_{2^k \leq n \leq 2^{k+1}} \| V_n - \hat{V}_n \| \geq \varepsilon \right) < \infty. \quad (A.3) $$

Observe that $V_n - \hat{V}_n$ is a reverse martingale. By applying the standard result in Loeve (1978, Sec. 32), we have

$$ P\left( \sup_{j \geq n} \| V_j - \hat{V}_j \| > \varepsilon \right) \leq \varepsilon^{-2} E \| V_n - \hat{V}_n \|^2. $$

The right-hand side of the $k$-th term of (A.3) can thus be bounded by

$$ \varepsilon^{-2} \lambda_{2k+1}^2 E \| V_{2^k} - \hat{V}_{2^k} \|^2 = \varepsilon^{-2} p_{2k+1}^{-2} 2^{(k+1)} (\log 2^{(k+1)})^{-2} O\left( \frac{p_{2k}^2}{2^{2k}} \right) = O((k+1)^{-2}). $$

The series is convergent. Thus the Borel-Cantelli lemma yields

$$ \| V_n - \hat{V}_n \| = o\left( \frac{p \log n}{n} \right), \text{ almost surely}. $$

**Step 1.2.** We show that

$$ \| \hat{V}_n - V \| = o\left( \frac{p \log n}{\sqrt{n}} \right) \text{ almost surely.} \quad (A.4) $$

Note that $\hat{V}_n - V = 3n^{-1} \sum_{i=1}^{n} h_1(w_i, y_i)$, where

$$ h_1(w_1, y_1) = E(h(w_1, y_1, w_2, y_2, w_3, y_3) \mid w_1, y_1) - E(V_n) $$

$$ = 6^{-1} \left\{ E[(w_1 w_2^\tau + w_2 w_1^\tau) 1\{ y_1 \leq y_3\} 1\{ y_2 \leq y_3\} \mid w_1, y_1] - 2E(V_n) \right\} $$

$$ + 6^{-1} \left\{ E[(w_1 w_3^\tau + w_3 w_1^\tau) 1\{ y_1 \leq y_2\} 1\{ y_3 \leq y_2\} \mid w_1, y_1] - 2E(V_n) \right\} $$

$$ + 6^{-1} \left\{ E[(w_2 w_3^\tau + w_3 w_2^\tau) 1\{ y_2 \leq y_1\} 1\{ y_3 \leq y_1\} \mid w_1, y_1] - 2E(V_n) \right\} $$

$$ \overset{\text{def}}{=} I_1(w_1, y_1) + I_2(w_1, y_1) + I_3(w_1, y_1). $$

After some algebraic calculation, we derive

$$ I_1(w_1, y_1) = I_2(w_1, y_1) = 6^{-1} \left\{ w_1 E[1\{ y_1 \leq y_3\} V^\tau(y_3) \mid (w_1, y_1)] + E[1\{ y_1 \leq y_3\} V(y_3) \mid (w_1, y_1)] w_1^\tau - 2E(V_n) \right\} $$

and

$$ I_3(w_1, y_1) = 3^{-1} \left\{ V(y_1) V^\tau(y_1) - E(V_n) \right\}. $$
Recall that $EX = E\delta = 0$, and thus $E(W) = 0$. Note that $\hat{V}_n - V$ is approximated with an average of independent and identically distributed random variables. By Theorem 2.3.2 in Section 2.3 of Stout (1974, p.20), we have

$$3n^{-1} \sum_{i=1}^{n} I_j(w_i, y_i) = o\left(\frac{p \log n}{\sqrt{n}}\right), \quad j = 1, 2, 3.$$ 

Now the result of (A.4) is verified, and (A.2) follows from the triangle inequality.

**Step 2.** We show that

$$\|\Sigma_{W;n} - \Sigma_W\| = o\left(\frac{p \log n}{\sqrt{n}}\right) \text{ almost surely.}$$

Using similar arguments to those in Step 1.2, and invoking the assumption that $\lambda_{\text{max}}(LL^*) < +\infty$ uniformly in $p$, we can show that

$$\|\Sigma_{W;n} - \Sigma_W\| = o\left(\frac{p \log n}{\sqrt{n}}\right) \text{ almost surely and}$$

$$\|\Sigma_{U;n} - \Sigma_U\| = \|L(\Sigma_{W;n} - \Sigma_W)\| = o\left(\frac{p \log n}{\sqrt{n}}\right) \text{ almost surely.}$$

**Step 3.** We prove that

$$\|L_m^{(i)} - L\| = o\left(\frac{p \log m}{\sqrt{m}}\right), \quad i = 1, 2, \text{ almost surely.}$$

Using similar arguments to those in Step 1.2, we obtain

$$\|\Sigma_{\delta;m} - \Sigma_{\delta}\| = o\left(\frac{p \log m}{\sqrt{m}}\right), \text{ almost surely;}$$

$$\|\Sigma_{(i)XW;n} - \Sigma_{XW}\| = o\left(\frac{p \log m}{\sqrt{m}}\right), \quad i = 1, 2, \text{ almost surely; and}$$

$$\|\Sigma_{(i)W;n} - \Sigma_W\| = o\left(\frac{p \log m}{\sqrt{m}}\right), \quad i = 1, 2, \text{ almost surely.} \quad (A.5)$$

We can now turn to the asymptotic properties of $L_m^{(i)}, i = 1, 2$, respectively:

$$\|L_m^{(1)} - L\| = \|\Sigma_{(1)XW;m} \Sigma_{(1)W;m}^{-1} - \Sigma_{XW} \Sigma_{W}^{-1}\|$$

$$\leq \|\Sigma_{(1)XW;m} - \Sigma_{XW}\| \Sigma_{(1)W;m}^{-1} (\Sigma_W - \Sigma_{(1)W;m}) \Sigma_W^{-1}\|$$

$$+ \|\Sigma_{(1)XW;m} - \Sigma_{XW}\| \Sigma_W^{-1}\| + \|\Sigma_{XW} \Sigma_{(1)W;m}^{-1} (\Sigma_W - \Sigma_{(1)W;m}) \Sigma_W^{-1}\|.$$

$$\|L_m^{(2)} - L\| = \|\Sigma_{\delta;m} \Sigma_{(2)W;m}^{-1} - \Sigma_{\delta} \Sigma_W^{-1}\|$$

$$\leq \|\Sigma_{\delta;m} - \Sigma_{\delta}\| \Sigma_{(2)W;m}^{-1} (\Sigma_W - \Sigma_{(2)W;m}) \Sigma_W^{-1}\| + \|\Sigma_{\delta;m} - \Sigma_{\delta}\| \Sigma_W^{-1}\|$$

$$+ \|\Sigma_{\delta} \Sigma_{(2)W;m}^{-1} (\Sigma_W - \Sigma_{(2)W;m}) \Sigma_W^{-1}\|. $$
With the assumptions that $\lambda_{\max}(LL^T) < +\infty$ and $\lambda_{\max}(\Sigma_\delta) < +\infty$, $\lambda_{\max}(\Sigma_W^{-1}) < +\infty$ uniformly in $p$, together with (A.3), we find that both $\|L_m^{(1)} - L\|$ and $\|L_m^{(2)} - L\|$ have the rate $o(p \log m/\sqrt{m})$ almost surely.

The almost sure convergence of $\|\Sigma_{U,mn}^{-1}M_{mn}^* - \Sigma_U^{-1}M\| = o(p \log m/\sqrt{m})$ follows from the three foregoing steps.

**Proof of Theorem 2.** Without loss of generality, we assume that $b_i^* \Sigma_U b_i = 1$ for all $i$. Because we assume that $e$ is orthogonal to $\mathcal{S}_Y|X$, by Proposition 1 we have $e^T \Sigma_U^{-1} M = 0$, and thus $e^T b_i = 0$.

**Step 1.** When $L$ is known, we can first calculate the eigenvectors for the eigenvalue decomposition of $M_n$ with respect to $\Sigma_{U,n}$: $M_n \hat{b}_i = \hat{\lambda}_i \Sigma_{U,n} \hat{b}_i$ with the constraint $\hat{b}_i^T \Sigma_{U,n} \hat{b}_i = 1$.

$$e^T \hat{b}_i = \hat{\lambda}_i^{-1} e^T \Sigma_{U,n}^{-1} M_n \hat{b}_i = \hat{\lambda}_i^{-1} e^T \left( \Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M \right) \hat{b}_i$$

$$= \hat{\lambda}_i^{-1} e^T \left( \Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M \right) \hat{b}_i + \frac{1}{\hat{\lambda}_i} e^T \left( \Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M \right) \left( \hat{b}_i - b_i \right)$$

$$= \frac{\hat{\lambda}_i - \hat{\lambda}_i}{\hat{\lambda}_i \lambda_i} e^T \left( \Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M \right) b_i + \frac{1}{\hat{\lambda}_i} e^T \left( \Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M \right) \left( \hat{b}_i - b_i \right)$$

$$= J_1 + J_2 + J_3.$$

We then show that for $J_1 = o_P(1/\sqrt{n})$, $J_2 = o_P(1/\sqrt{n})$, and $J_3$ is asymptotically normal. We split this step into three sub-steps, as follows.

**Step 1.1.** We show that $J_1 = o_P(1/\sqrt{n})$. Towards this end, we prove that $\|\Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M\|$ is of order $O_P(p/n)$. Because $E(U) = 0$, the following weak convergence can be derived from Step 1 in the proof of Theorem 1 as

$$\|\Sigma_{U,n} - \Sigma_U - T_1\| = \left\| n^{-2} \sum_{i=1}^n U_i \sum_{i=1}^n U_i^T \right\| = O_P\left(\frac{p}{n}\right),$$

$$\|M_n - M - T_2\| = \|L(V_n - \tilde{V}_n)L^T\| = O_P\left(\frac{p}{n}\right),$$

where $T_1 \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^n U_i U_i^T - \Sigma_U$ and $T_2 \overset{\text{def}}{=} L(\tilde{V}_n - V)L^T$. Because both $T_1$ and $T_2$ are sums of the i.i.d. random variables, we have

$$\|\left( \Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M \right) - \Sigma_U^{-1} T_1 \Sigma_U^{-1} M + \Sigma_U^{-1} T_2\| = O_P\left(\frac{p}{n}\right). \quad (A.6)$$

From (A.6), we observe that $\Sigma_{U,n}^{-1} M_n - \Sigma_U^{-1} M$ can be replaced by $\Sigma_U^{-1} T_1 \Sigma_U^{-1} M - \Sigma_U^{-1} T_2 + O_P(p/n)$. Using similar arguments as those used to prove Corollary 1 in
From the Linderberg-Feller Central Limit Theorem, we obtain that
\[ \sum_{i=1}^{p} |\lambda_i - \hat{\lambda}_i| \leq \|\Sigma_{U,n}^{-1}M_n - \Sigma_U^{-1}M\|. \quad (A.7) \]

Theorem 1 and (A.7) entail that \(|\lambda_i - \hat{\lambda}_i| = o_P(1)\). Furthermore, invoking \(e^Tb_i = 0\), we have
\[
\sqrt{n}J_1 = \frac{\lambda_i - \hat{\lambda}_i}{\lambda_i\lambda_i} \sqrt{ne^T(\Sigma_{U,n}^{-1}M_n - \Sigma_U^{-1}M)}b_i \\
= \frac{\lambda_i - \hat{\lambda}_i}{\lambda_i\lambda_i} \sqrt{ne^T(\Sigma_{U}^{-1}T_1\Sigma_U^{-1}M - \Sigma_U^{-1}T_2)} + O_P\left(\frac{p}{n}\right)e^Tb_i \\
= \sqrt{ne^T(\Sigma_{U}^{-1}T_1\Sigma_U^{-1}M - \Sigma_U^{-1}T_2)}o_P(1) + o_P(1).
\]

From the Linderberg-Feller Central Limit Theorem, we obtain that
\(\sqrt{n}(\Sigma_{U}^{-1}T_1\Sigma_U^{-1}M - \Sigma_U^{-1}T_2) = O_P(1)\) and \(\sqrt{n}J_1 = o_P(1)\).

**Step 1.2.** We prove \(\sqrt{n}J_2 = o_P(1)\). Corollary 1 of Zhu, Miao, and Peng (2006) proved that \(|\hat{b}_i - b_i| = o_P(1)\). With \(e^T = 1\), \(|e^T(\hat{b}_i - b_i)| = o_P(1)\). Consequently,
\[
\sqrt{n}J_2 = \frac{\lambda_i^{-1}}{\lambda_i + o_P(1)} \sqrt{ne^T(\Sigma_{U,n}^{-1}M_n - \Sigma_U^{-1}M)(\hat{b}_i - b_i)} \\
= \frac{1}{\lambda_i + o_P(1)} \sqrt{ne^T(\Sigma_{U}^{-1}T_1\Sigma_U^{-1}M - \Sigma_U^{-1}T_2)}o_P(1) + O_P\left(\frac{p}{\sqrt{n}}\right)o_P(1).
\]

Using similar arguments, we have \(\sqrt{n}J_2 = o_P(1)\) for \(p = o(n^{1/2})\).

**Step 1.3.** For the asymptotic distribution of \(\sqrt{n}J_3\).
\[
\sqrt{n}J_3 = \frac{\lambda_i^{-1}}{\lambda_i\sqrt{n}} \sqrt{ne^T(\Sigma_{U,n}^{-1}M_n - \Sigma_U^{-1}M)}b_i \\
= \lambda_i^{-1} \sqrt{ne^T(\Sigma_{U,n}^{-1}T_1\Sigma_U^{-1}M - \Sigma_U^{-1}T_2)}b_i + O_P(p/n)e^Tb_i \\
= \lambda_i^{-1} \sqrt{ne^T(\Sigma_{U}^{-1}T_1\Sigma_U^{-1}M - \Sigma_U^{-1}T_2)}b_i + o_P(1) \\
= \frac{e^T\Sigma_{U}^{-1}}{\lambda_i\sqrt{n}} \sum_{j=1}^{n} \left\{ (U_jU_j^T - \Sigma_U)\Sigma_U^{-1}M - 6LI_1(w_j, y_j)L^T - 3LI_3(w_j, y_j)L^T \right\} b_i \\
+ o_P(1) \\
eq \frac{1}{\sqrt{n}} \sum_{j=1}^{n} e^T\Sigma_{U}^{-1}S_jb_i + o_P(1),
\]
where
\[ S_j = \lambda_i^{-1} \{ (U_jU_j^T - \Sigma_U)\Sigma_U^{-1}M - 6LI_1(w_j, y_j)L^T - 3LI_3(w_j, y_j)L^T \} \quad (A.8) \]
and \(I_1(w_j, y_j)\) and \(I_3(w_j, y_j)\) are those in (A.3) of Step 1.2.
The asymptotic distribution can be obtained by checking the Linderberg-Feller conditions. Specifically, for any given \( \varepsilon > 0 \),

\[
\begin{align*}
\sum_{j=1}^{n} n^{-1} E\left[ e^{\Sigma U^{-1} S_j b_i} | \left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right| \right] \\
= E\left[ e^{\Sigma U^{-1} S_j b_i} | \left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right| \right] \\
\leq \left\{ E\left( e^{\Sigma U^{-1} S_j b_i} \right)^4 \right\}^{1/2} P(\left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right|) \\
= \left\{ E\left( b_i^T \Sigma U^{-1} S_j b_i \right)^2 \right\}^{1/2} P(\left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right|) \\
\leq \left\{ \lambda_{\text{min}}^2 (\Sigma U) E\left( b_i^T \Sigma U^{-1} S_j b_i \right)^2 \right\}^{1/2} P(\left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right|) \\
\leq O(p^{3/2}) \lambda_{\text{min}}^{-1} (\Sigma U) \lambda_{\text{max}} (L L^T) \max_{i=1}^{p} E|W_i|^8 (b_i^T b_i)^2 P(\left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right|).
\end{align*}
\]

Note that \( 1 = b_i^T \Sigma U^{-1} b_i \geq \lambda_{\text{min}} (\Sigma U) b_i^T b_i \), and the assumption is that \( \Sigma U \) are positive-definite matrices uniformly in \( p \). We also know that \( b_i^T b_i \) are uniformly \( O(1) \) in \( p \). Furthermore, \( \max_{1 \leq i \leq p} E(\left| W_i \right|^8) < \infty \) and \( \lambda_{\text{max}} (L L^T) < \infty \) uniformly for \( p \). Appealing to the Markov inequality that entails \( P(\left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right|) \leq E\left[ e^{\Sigma U^{-1} S_j b_i} \right]/\sqrt{n} \varepsilon \), we derive

\[
\begin{align*}
n^{-1} \sum_{j=1}^{n} E\left[ e^{\Sigma U^{-1} S_j b_i} | \left| e^{\Sigma U^{-1} S_j b_i} > \sqrt{n} \varepsilon \right| \right] \\
= O(p^{3/2}/\sqrt{n}). \tag{A.9}
\end{align*}
\]

When \( p = o(n^{1/3}) \), (A.9) is \( o_P(1) \). Together with (A5) that \( \text{var}(e^{\Sigma U^{-1} S_j b_i}) \to G_i \), we prove that \( \{ e^{\Sigma U^{-1} S_j b_i}, j = 1, \ldots, n \} \) satisfies the conditions of the Linderberg-Feller Central Limit Theorem.

**Step 2.** When \( L \) is unknown and estimated by either validation or replicated data with a sample size of \( m \leq n \), we can show with little difficulty that

\[
\begin{align*}
\| \Sigma_{U,nn} - \Sigma_{U,n} \| & \leq \| (L_m^{(i)} - L) \Sigma_{V,n}(L_m^{(i)} - L)^T \| + 2\| (L_m^{(i)} - L)(\Sigma_{V,n} - \Sigma_V)L^T \| \\
& \quad + 2\| (L_m^{(i)} - L)\Sigma_V L^T \| = O_P\left( \frac{p}{m} \right), \\
\| M_{mn}^* - M_n \| & \leq \| (L_m^{(i)} - L)V_n(L_m^{(i)} - L)^T \| + 2\| (L_m^{(i)} - L)(V_n - V)L^T \| \\
& \quad + 2\| (L_m^{(i)} - L)VL^T \| = O_P\left( \frac{p}{m} \right).
\end{align*}
\]

Therefore,

\[
\begin{align*}
\| \Sigma_{U,nn} - \Sigma_U - T_1 \| & \leq \| \Sigma_{U,nn} - \Sigma_{U,n} \| + \| \Sigma_{U,n} - \Sigma_U - T_1 \| = O_P\left( \frac{p}{m} \right), \\
\| M_{mn}^* - M - T_2 \| & \leq \| M_{mn}^* - M_n \| + \| M_n - M - T_2 \| = O_P\left( \frac{p}{m} \right).
\end{align*}
\]
∥(Σ⁻¹_{U,wn} M^m - Σ⁻¹_{U,m} M) - Σ⁻¹_{U,T_1} Σ⁻¹_{U,T_2}∥ = O_P(p/m).

The rest of the proof of the second part of Theorem 2 is similar to Step 1. We omit the details here and emphasize that the optimal rate we can achieve is \( p = o(m^{1/3}) \).

**Proof of Theorems 3 and 4.** Note that \( U = LW = L\Gamma X + L\delta \) and \( \delta \perp \perp (X,Y) \).

We have

\[
\begin{align*}
\text{var}[U \{ Y \leq y \}] &= \text{var}[L\Gamma XI \{ Y \leq y \} + L\delta \{ Y \leq y \}] \\
&= L\Gamma \text{var}[XI \{ Y \leq y \}] \Gamma^T L^T + L\Sigma_\delta L^T F(y) \\
&= L\Gamma \{ \text{var}[XI \{ Y \leq y \}] - \Sigma_X F(y) \} \Gamma^T L^T + L (\Gamma \Sigma_X \Gamma^T + \Sigma_U) L^T F(y) \\
&= L\Gamma \{ \text{var}[XI \{ Y \leq y \}] - \Sigma_X F(y) \} \Gamma^T L^T + L\Sigma_W L^T F(y).
\end{align*}
\]

The last equality follows from the fact that \( \Sigma_W = \Gamma \Sigma_X \Gamma^T + \Sigma_\delta \). Following the arguments for Theorem 4 of Zhu, Zhu, and Feng (2011) using the linearity and constant variance conditions, we can prove without much difficulty that \( \Sigma^{-1}_X \{ \text{var}[XI \{ Y \leq y \}] - \Sigma_X F(y) \} \subseteq S_{Y\mid X} \). With (\ref{eqn:11}), we have \( \Sigma^{-1}_U \Lambda^* = \Sigma^{-1}_X \{ \text{var}[XI \{ Y \leq y \}] - \Sigma_X F(y) \} \Gamma^T L^T \subseteq S_{Y\mid X} \).

The proof of Theorem 4 can be completed similarly, we omit the details.
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