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Abstract: We study locally $D$-optimal designs for some exponential models that are frequently used in the biological sciences. The model can be written as an algebraic sum of two or three exponential terms. We show that approximate locally $D$-optimal designs are supported at a minimal number of points and construct these designs numerically.
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1. Introduction

Nonlinear regression models are widely used to describe the dependencies between a response and an explanatory variable, see for example, Seber and Wild (1989) and Ratkowsky (1983, 1990). Our goal is to construct locally $D$-optimal designs for a class of exponential regression models that is widely used in the biological sciences, see for example, Green and Reilly (1975), Bardsley, McGinlay and Wright (1986) and Droz, Berode and Jang (1999). These models are particularly common in pharmacokinetics, and are called compartmental models (Shargel and Yu (1983)) and Jones and Wang (1999). Typically, the expected mean response in concentration units is expressed as a linear combination of exponential terms. Such a model is suitable for modeling an identifiable, open, non-cyclic, $n$-compartmental system with bolus input into the sampled pool (Landaw (1985)). Compartmental models are also used in data analysis in toxicokinetic experiments (Becka, Bolt and Urfer (1992)) and in chemical kinetics (Gibaldi and Perrier (1982)). The simplest forms of such models have their mean response equal to

\[ a_1 e^{b_1 t} + a_2 e^{b_2 t}, \]  
\[ a_1 e^{b_1 t} + a_2 e^{b_2 t} + a_3 e^{b_3 t}, \]

where $a_1, a_2, a_3, b_1, b_2$ and $b_3$ are parameters and $t$ is usually time after administration of the drug.
Sometimes a constraint is imposed on the parameters $a_i$ to reduce the dimension of the problem. For instance, if the response is the concentration of some drug measured for samples from a pool peripheral, the sum of the $a_i$'s is zero. At other times, constraints on the parameters arise naturally, as in [Alvarez, Virto, Raso and Condon (2003)], where a compartmental model was used to describe Escherichia coli inactivation by pulsed electric fields.

Our aim is to construct efficient designs for estimating parameters in compartmental models. A popular design criterion for estimating model parameters is $D$-optimality. The criterion is expressed as a logarithmic function of the expected Fisher's information matrix and it is a concave function (Silvey (1980)). For fixed nominal values of the parameters, the locally $D$-optimal design is obtained by maximizing the criterion function over the set of all designs on the design interval. Such an optimal design minimizes the generalized variance and consequently, locally $D$-optimal design provides the smallest confidence ellipsoid for the parameters. Frequently, an equivalence theorem is used to check the optimality of the design. Equivalence theorems are derived from convex analysis and are basically conditions required of the directional derivative of the concave functional at its optimum point. Details can be found in standard design monographs, see Fedorov (1972) or Silvey (1980) for example.

Recently Ermakov and Melas (1995) studied properties of locally $D$-optimal designs for an extension of models (1) and (2) within the class of all minimally supported designs. This means that, instead of optimizing the criterion over all designs on the design space, the optimization is now restricted to the class of designs where the number of design points is equal to the number of parameters in the model. They called these designs saturated optimal designs and they showed that a saturated locally $D$-optimal design is always unique and has equal weights at its support points. In addition, the support points are decreasing functions of any of the parameters in the exponentials terms. However, the question of whether these saturated optimal designs are optimal within the class of all designs was left open.

We give a partial answer to this problem. In the general model considered by Ermakov and Melas (1995) we show that, in certain regions for the unknown parameters, the locally $D$-optimal designs are supported at a minimal number of points. We also derive an upper bound for the number of support points of the locally $D$-optimal design. For the special cases of model (1) and (2) this upper bound is 4 and 7, respectively. We carry out an extensive numerical study and confirm that locally $D$-optimal designs for model (2) are always supported at six points. Thus our theoretical and numerical results give a complete solution of the locally $D$-optimal design problem in models (1) and (2). Hitherto designs in pharmacokinetic studies have been largely based on past experience, and the
number of sampling times usually decided without statistical considerations. The practical implication of our results is that locally $D$-optimal designs for exponential regression models are optimal over all designs on the design interval, and the design remains optimal no matter how many sampling times are used for the study.

The paper is organized as follows. Section 2 introduces the statistical setup, model specification and notation. The main theoretical and numerical results are contained in Section 3. Section 4 contains a summary and a description of some outstanding design problems for these types of models. All technical details are deferred to the Appendix.

2. Preliminaries

We assume that a predetermined number $N$ of observations are to be taken from the study. The choice of $N$ is determined by the resources available. Following [Kiefer (1974)], we view all designs as probability measures on a user-selected design interval $\chi$, and denote such a design with $n$ distinct points by

$$\xi = \left( x_1 \ldots x_n \right) \left( \mu_1 \cdots \mu_n \right).$$

Here, $x_1, \ldots, x_n \in \chi$ are the design points where observations are to be taken, and $\mu_1, \ldots, \mu_n$ denote the proportions of total observations taken at these points. In practice, a rounding procedure is applied to obtain the samples sizes $N_i \approx \mu_i N$ at the experimental conditions $x_i, i = 1, \ldots, n$, subject to $N_1 + \cdots + N_n = N$.

Consider the standard nonlinear regression model given by

$$y_j = \eta(x_j, \theta) + \varepsilon_j, \quad j = 1, \ldots, N,$$

where $\varepsilon_1, \ldots, \varepsilon_N$ are independent identically distributed observations such that $E[\varepsilon_j] = 0$, $E[\varepsilon_j^2] = \sigma^2 > 0$, $(j = 1, \ldots, N)$ and

$$\eta(x, a, \lambda) = \sum_{i=1}^{k} a_i e^{-\lambda_i x}.$$ (3)

Here $a = (a_1, \ldots, a_k)^T$, $\lambda = (\lambda_1, \ldots, \lambda_k)^T$ and $\theta^T = (a^T, \lambda^T)$ is the vector of unknown parameters to be estimated. Without loss of generality we assume $a_i \neq 0$, $i = 1, \ldots, k$, and $0 < \lambda_1 < \cdots < \lambda_k$. The design points $x_1, \ldots, x_N$ are experimental conditions, which can be chosen from a given set $\chi$. In our case, this set is $\chi = [0, \infty)$, though in reality the extreme right end point is a large user-selected positive number. If $n \geq 2k$ and $\mu_i > 0$, $i = 1, \ldots, n$, it is well known
that the least squares estimator $\hat{\theta}$ for the parameter $\theta$ in (3) is asymptotically unbiased with covariance matrix satisfying

$$\lim_{N \to \infty} \text{Cov}(\sqrt{N}\hat{\theta}) = \sigma^2 M^{-1}(\xi, a, \lambda),$$

where

$$M(\xi, a, \lambda) = \left( \sum_{s=1}^{n} \frac{\partial \eta(x_s, \theta)}{\partial \theta_i} \frac{\partial \eta(x_s, \theta)}{\partial \theta_j} \mu_s \right)_{i,j=1}^{2k}$$

is the information matrix of the design $\xi$.

An optimal design maximizes a concave real valued function of the information matrix and there are several optimality criteria proposed in the literature to discriminate between competing designs, see for example, Silvey (1980) or Pukelsheim (1993). We focus on the well known $D$-optimality criterion and, following Chernoff (1953), we call a design $\xi$ locally $D$-optimal for (3) if the design maximizes $\det M(\xi, a, \lambda)$ over all designs on the interval $\chi$ for given nominal values of $a$ and $\lambda$. Locally $D$-optimal designs in various non-linear regression models have been discussed by Melas (1978), He, Studden and Sun (1996), and Dette, Haines and Imhof (1999), among others. In the present context we have

$$\frac{\partial \eta(x_s, \theta)}{\partial \theta} = (e^{-\lambda_1 x_s}, \ldots, e^{-\lambda_k x_s}, -a_1 x_s e^{-\lambda_1 x_s}, \ldots, -a_k x_s e^{-\lambda_k x_s})^T,$$

and it is easy to see that for any design $\xi$ on $\chi$, the determinant of the information matrix $M(\xi, a, \lambda)$ for (3) satisfies

$$\det M(\xi, a, \lambda) = a_1^2 \cdots a_k^2 \det M(\xi, e, \lambda),$$

where $e = (1, \ldots, 1)^T \in \mathbb{R}^k$. This implies a locally $D$-optimal design for (3) does not depend on the "linear" parameters $a_1, \ldots, a_k$, and so we can restrict ourselves to the maximization of the determinant of the matrix

$$M(\xi, \lambda) = M(\xi, e, \lambda).$$

Locally $D$-optimal designs exist because by assumption, the induced design space

$$\left\{ \frac{\partial \eta(x, \theta)}{\partial \theta} \bigg| x \in \chi \right\}$$

is compact (Pukelsheim (1993)). Moreover a locally $D$-optimal design has necessarily at least $n \geq 2k$ support points because, otherwise, the corresponding information matrix is singular. Throughout this paper, designs with a minimal number of support points $n = 2k$ are called saturated or minimally supported.
designs. It is well known that a $D$-optimal saturated design has equal masses, that is $\mu_1 = \mu_2 = \cdots = \mu_{2k} = 1/2k$ (Fedorov (1972)).

3. Main Results

Here we study the number of support points of a locally $D$-optimal design for the model (3). Throughout, this number is denoted by $n^*(\lambda)$. Additionally, for $k \geq 3$, we let

$$\tilde{\lambda} = (\tilde{\lambda}_1, \ldots, \tilde{\lambda}_k)^T$$

for any vector $\tilde{\lambda}$ with components satisfying

$$0 < \tilde{\lambda}_1 < \cdots < \tilde{\lambda}_k$$

$$\tilde{\lambda}_{i+1} = \frac{\tilde{\lambda}_i + \tilde{\lambda}_{i+2}}{2}, \quad i = 1, \ldots, k-2.$$ (6)

**Theorem 1.** Let $\lambda = (\lambda_1, \ldots, \lambda_k)^T$ be the vector of nonlinear parameters in (3). If $n^*(\lambda)$ denotes the number of support points of a locally $D$-optimal design for (3), then

(i) $n^*(\lambda) = 2k$, if $k = 1$ or 2;

(ii) $n^*(\lambda) \leq k(k+1)/2+1$ for any $k \geq 3$. Moreover for any vector $\tilde{\lambda}$ of parameters with components satisfying (6) there exists a neighborhood, say $U \subset \mathbb{R}^k$, of $\tilde{\lambda}$, such that for all vectors $\lambda \in U$, the number of support points of the locally $D$-optimal design (with respect to $\lambda$) is given by $n^*(\lambda) = 2k$.

Note that in the cases $k = 1, 2$ the locally $D$-optimal $2k$-point design is in fact also optimal in the class of all designs. If $k \geq 3$, the last part of Theorem 1 indicates that in many cases locally $D$-optimal designs for the regression model (3) are in fact saturated designs. Formally this is only true for vectors $\lambda$ in a neighborhood of a parameter vector $\tilde{\lambda}$ with components satisfying the restriction (6). However, numerical results indicate that the set of parameter vectors $\lambda \in \mathbb{R}^k$ for which the locally $D$-optimal design is minimally supported is usually very large. For example, in the case $k = 3$, we could not find any case where the locally $D$-optimal design was supported at seven points. Note that this is the upper bound for the number of support points according to the second part of Theorem 1.

**Corollary 2.** Suppose $k = 3$ in (3) and $n^*(\lambda)$ is the number of support points of a locally $D$-optimal design.

(i) $n^*(\lambda) \in \{6, 7\}$ for any vector $\lambda$ with increasing positive coefficients;

(ii) For any point $\tilde{\lambda} = (\tilde{\lambda}_1, \tilde{\lambda}_2, \tilde{\lambda}_3)$ satisfying $0 < \tilde{\lambda}_1 < \tilde{\lambda}_2 < \tilde{\lambda}_3$, $\tilde{\lambda}_2 = (\tilde{\lambda}_1 + \tilde{\lambda}_3)/2$, there exists a neighborhood of $\tilde{\lambda}$, say $U \subset \mathbb{R}^k$, such that $n^*(\lambda) = 6$ for any locally $D$-optimal design with respect to $\lambda \in U$. 

The results of Theorem 1 and Corollary 2 can be used to construct numerical locally $D$-optimal designs for the exponential regression model (3). We illustrate this procedure by determining locally $D$-optimal designs for $k = 1, 2, 3$, corresponding to the case where there is one, two or three exponential terms in the model. Before we begin we recall results on the restricted optimization in the class of all saturated designs with support points $x_1^* < \cdots < x_{2k}^*$, for which the optimal weights are equal to $1/(2k)$. Melas (1978) proved the following properties for the locally $D$-optimal saturated designs for a homoscedastic model with an arbitrary sum of exponential terms (i.e., $k \in \mathbb{N}$ is arbitrary).

(i) The support points $x_1^* < \cdots < x_{2k}^*$ of a saturated locally $D$-optimal design are uniquely determined.

(ii) $0 = x_1^* < \cdots < x_{2k}^*$ are analytic functions of the nonlinear parameters $\lambda_1, \ldots, \lambda_k$. Therefore we use the notation $x_i^*(\lambda) \,(i = 1, \ldots, 2k)$. As a consequence each support point can be expanded in Taylor series in a neighborhood of any point $\lambda$.

(iii) If the nonlinear parameters $\lambda_1, \ldots, \lambda_k$ satisfy $\lambda_i \to \lambda^* > 0$, $i = 1, \ldots, k$, then the support points of the locally $D$-optimal design with respect to the parameter $\lambda = (\lambda_1, \ldots, \lambda_k)^T$ converge, that is $\lim_{\lambda \to \lambda^*} x_i^*(\lambda) = \gamma_{i-1}/2\lambda^*$, where $\gamma_1, \ldots, \gamma_{2k-1}$ are the roots of Laguerre polynomial $L_{2k}^{(1)}(x)$ of degree $2k-1$ orthogonal with respect to the measure $x \exp(-x)dx$ (see Szegö (1975)).

In the case $k = 1$, it follows from Theorem 1(i) that the locally $D$-optimal design is a uniform distribution on two points, and we obtain from (iii) that $x_1^* = 0$, $x_2^* = 1/\lambda_1$. In the case $k = 2$, Melas (1978) determined locally $D$-optimal saturated designs restricting the optimization to the class of all four point designs. Theorem 1(i) now shows that these saturated designs are in fact locally $D$-optimal within the class of all designs. A table of these designs can be found in Melas (1978). In the case $k = 3$, we obtain $n^*(\lambda) = 7$ as an upper bound for the number of support points of any locally $D$-optimal designs.

We now consider locally $D$-optimal designs for a three-compartmental model whose mean response is given by

$$a_1 e^{-\lambda_1 x} + a_2 e^{-\lambda_2 x} + a_3 e^{-\lambda_3 x}.$$  

(7)

Here $a_1, a_2, a_3$ are the nonzero linear parameters and it is assumed that the nonlinear parameters satisfy $0 < \lambda_1 < \lambda_2 < \lambda_3$. The design space is given by the interval $[0, \infty)$. If the interval $[c, \infty)$ with $c > 0$ is the design space, we need only add the constant $c$ to all design points. From the justification of our procedure given in the appendix, it follows that if the design space is $[0, c]$ and $c$ is user-selected, the optimal design will remain the same if $c$ is larger than the largest support point in the locally $D$-optimal design; if $c$ is smaller than
the largest support point of the locally $D$-optimal design on the interval $[0, \infty)$, then the extreme support points of the optimal design on $[0, c]$ are 0 and $c$. The remaining support points are found numerically in the same way as for the unbounded design interval $[0, \infty)$.

Table 1. Support points of the locally $D$-optimal designs for the exponential regression model (7) for various values of $\delta_1 = 1 - \lambda_1$, $\delta_2 = 1 - \lambda_2$.

<table>
<thead>
<tr>
<th>$\delta_1$</th>
<th>0.95</th>
<th>0.9</th>
<th>0.8</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_2$</td>
<td>-0.3</td>
<td>-0.2</td>
<td>-0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.312</td>
<td>0.312</td>
<td>0.313</td>
<td>0.314</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1.101</td>
<td>1.066</td>
<td>1.113</td>
<td>1.123</td>
</tr>
<tr>
<td>$x_4$</td>
<td>2.572</td>
<td>2.597</td>
<td>2.636</td>
<td>2.691</td>
</tr>
<tr>
<td>$x_5$</td>
<td>6.148</td>
<td>6.251</td>
<td>6.405</td>
<td>6.619</td>
</tr>
<tr>
<td>$x_6$</td>
<td>26.440</td>
<td>9.265</td>
<td>7.671</td>
<td>27.024</td>
</tr>
</tbody>
</table>

Since $x_1^* = 0$ only the points $x_2^*, \ldots, x_6^*$ have to be calculated. Note that under a multiplication of all parameters $\lambda_1, \lambda_2, \lambda_3$ by the same positive constant the support points of the locally $D$-optimal design have to be divided by the same constant. Therefore, without loss of generality, we assume the normalization $(\lambda_1 + \lambda_2 + \lambda_3)/3 = 1$ and introduce the notation $\delta_1 = 1 - \lambda_1$, 

}\]
\( \delta_2 = 1 - \lambda_2 \) (note that the condition \( \lambda_1 < \lambda_2 \) implies \( \delta_1 > \delta_2 \)). The point \( \lambda(\varepsilon) = (1, 1 + \varepsilon, 1 + 2\varepsilon) \) with \( \varepsilon > 0 \) is obviously of the form \( \beta \) and arbitrarily close to the point \( \lambda^* = (1, 1, 1) \). Consequently, by Theorem 1, the support points \( \{x_2(\lambda), \ldots, \hat{x}_{2k}(\lambda)\} \) of the locally \( D \)-optimal design can be expanded in a convergent Taylor series at the point \( \lambda^* \) (which corresponds to the case \( \delta_1^* = 0, \delta_2^* = 0 \)). The coefficients in this expansion can be determined recursively (see Melas (2000) or Dette, Melas and Pepelyshev (2004)). With the help of equivalence theorems, we have that for the \( D \)-optimality criterion, these designs are locally \( D \)-optimal in the class of all approximate designs. In all examples considered in our study we obtain \( n^*(\lambda) = 6 \). Table 1 and Table 2 show the support points of the locally \( D \)-optimal design for various values of \( \delta_1 \) and \( \delta_2 \).

Table 2. Support points of the locally \( D \)-optimal designs for the exponential regression model \( \beta \) for various values of \( \delta_1 = 1 - \lambda_1, \delta_2 = 1 - \lambda_2 \).

<table>
<thead>
<tr>
<th>( \delta_1 ) = 0.6</th>
<th>( \delta_2 )</th>
<th>-0.2</th>
<th>-0.1</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{x}_2 )</td>
<td>0.310</td>
<td>0.310</td>
<td>0.311</td>
<td>0.311</td>
<td>0.312</td>
<td>0.313</td>
<td>0.314</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_3 )</td>
<td>1.074</td>
<td>1.076</td>
<td>1.081</td>
<td>1.087</td>
<td>1.095</td>
<td>1.106</td>
<td>1.119</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_4 )</td>
<td>2.396</td>
<td>2.408</td>
<td>2.428</td>
<td>2.458</td>
<td>2.498</td>
<td>2.551</td>
<td>2.619</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_5 )</td>
<td>4.554</td>
<td>4.589</td>
<td>4.650</td>
<td>4.740</td>
<td>4.863</td>
<td>5.028</td>
<td>5.246</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_6 )</td>
<td>8.396</td>
<td>8.473</td>
<td>8.605</td>
<td>8.800</td>
<td>9.070</td>
<td>9.435</td>
<td>9.927</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \delta_1 = 0.5 )</th>
<th>( \delta_2 )</th>
<th>-0.2</th>
<th>-0.1</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{x}_2 )</td>
<td>0.310</td>
<td>0.310</td>
<td>0.310</td>
<td>0.310</td>
<td>0.311</td>
<td>0.312</td>
<td>0.312</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_3 )</td>
<td>1.068</td>
<td>1.070</td>
<td>1.073</td>
<td>1.078</td>
<td>1.085</td>
<td>1.094</td>
<td>1.105</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_4 )</td>
<td>2.365</td>
<td>2.373</td>
<td>2.388</td>
<td>2.411</td>
<td>2.443</td>
<td>2.486</td>
<td>2.542</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_5 )</td>
<td>4.423</td>
<td>4.445</td>
<td>4.490</td>
<td>4.560</td>
<td>4.659</td>
<td>4.794</td>
<td>4.973</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_6 )</td>
<td>7.884</td>
<td>7.934</td>
<td>8.035</td>
<td>8.195</td>
<td>8.424</td>
<td>8.739</td>
<td>9.167</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \delta_1 = 0.4 )</th>
<th>( \delta_2 )</th>
<th>-0.1</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{x}_2 )</td>
<td>0.309</td>
<td>0.309</td>
<td>0.310</td>
<td>0.310</td>
<td>0.311</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_3 )</td>
<td>1.065</td>
<td>1.067</td>
<td>1.071</td>
<td>1.076</td>
<td>1.084</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_4 )</td>
<td>2.346</td>
<td>2.356</td>
<td>2.374</td>
<td>2.400</td>
<td>2.436</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_5 )</td>
<td>4.344</td>
<td>4.375</td>
<td>4.430</td>
<td>4.511</td>
<td>4.622</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_6 )</td>
<td>7.586</td>
<td>7.661</td>
<td>7.792</td>
<td>7.986</td>
<td>8.261</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \delta_1 = 0.3 )</th>
<th>( \delta_2 )</th>
<th>-0.1</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{x}_2 )</td>
<td>0.309</td>
<td>0.309</td>
<td>0.309</td>
<td>0.310</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_3 )</td>
<td>1.061</td>
<td>1.062</td>
<td>1.065</td>
<td>1.070</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_4 )</td>
<td>2.327</td>
<td>2.334</td>
<td>2.347</td>
<td>2.368</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_5 )</td>
<td>4.274</td>
<td>4.295</td>
<td>4.366</td>
<td>4.402</td>
<td></td>
</tr>
<tr>
<td>( \hat{x}_6 )</td>
<td>7.361</td>
<td>7.411</td>
<td>7.515</td>
<td>7.681</td>
<td></td>
</tr>
</tbody>
</table>
4. Discussion

Melas (1978) considered compartmental models with one and two exponential terms and found locally $D$-optimal designs within the class of designs with minimal support points. This means that optimality of the design was restricted to the class of designs with two points when there is one exponential term and to four points when the model has two exponential terms. We showed here that these saturated locally $D$-optimal designs are actually locally $D$-optimal, meaning that they are also optimal within the class of all designs. Additionally, we extended this result to models with three exponential terms, and found that this result also applies to models with an arbitrary number of exponential terms provided the parameters in the exponential terms belong to a certain region.

We stress that locally $D$-optimal designs for the exponential model (1) and (2) are influenced by the preliminary “guess” for the parameter values. This may seem undesirable, but such designs usually represent a first step in the construction of an optimal design for a model under a more robust optimality criterion, including the Bayesian- and minimax criterion, see Pronzato and Walter (1985), Chaloner and Larntz (1989) or Haines (1995), among others. Our results suggest that other types of optimal designs for the general exponential regression model will be difficult to describe analytically or otherwise.

There are other interesting design issues for compartmental models not discussed in the paper. First, models with more than three exponential terms are also used in practice, although less often because of the added complexity. For instance, a seven-compartment physiologically based pharmacokinetic model was developed to predict biological levels of tetrahydrofuran under different exposure scenarios (Droz, Berode and Jang (1999)). We anticipate extending similar results for models with four or more exponential terms will require more theory, and likely will require a different approach.

Second, there are biological models closely related to those studied here. For example, if we add an intercept to the our models, the resulting models are useful for studying viral dynamics and related problems (Ding and Wu (2000)). Han and Chaloner (2003) constructed optimal designs for such models with one or two exponential terms for estimating parameters in viral dynamics in an AIDS trial. More complex modeling systems will have to involve additional exponential terms.

Third, our models assume that errors are homoscedastic. Landaw and DiStefano (1999) postulated that the error variance of the $i$th observation in certain compartmental models is more appropriately modeled as $\alpha + \beta(y(t_i))^\gamma$, where $\alpha$ represents constant background variance. The three parameters $\alpha, \beta, \gamma$
and $\gamma$ may be known constants from previous studies. Some extensions of our results to these models would also be useful.

**Appendix. Proof of Theorem 1**

We begin the proof by considering the $D$-optimal design problem for the model

$$\sum_{i=1}^{2k} \beta_i e^{-\lambda_i x},$$

where $0 < \lambda_1 < \cdots < \lambda_{2k}$ are fixed known values and $\beta_1, \ldots, \beta_{2k}$ are unknown parameters to be estimated. It is easy to see that for a design with masses $\mu_1, \ldots, \mu_n$ at the points $x_1, \ldots, x_n$ ($n \geq 2k$), the information matrix for this model has the form

$$A(\xi, \lambda) = \left( \sum_{s=1}^{n} e^{-\lambda_i x_s} e^{-\lambda_j x_s} \mu_{s} \right)_{i,j=1}^{2k}.$$

(8)

Given $\lambda = (\lambda_1, \ldots, \lambda_k)$ and $0 < \lambda_1 < \cdots < \lambda_k$, we next investigate the maximum of $\det A(\xi, \lambda)$, where the components of the vector $\lambda = (\lambda_1, \ldots, \lambda_{2k})^T$ are defined by

$$\lambda_{2i-1} = \lambda_i, \lambda_{2i} = \lambda_i + \Delta, 0 < \Delta < \min_{i=1,\ldots,k-1} (\lambda_{i+1} - \lambda_i), i = 1, \ldots, k.$$

(10)

If $k = 1$, the value $\Delta > 0$ can be chosen arbitrarily. Let $\xi^* = \arg \max \det A(\xi, \lambda)$ denote a design maximizing the determinant, where maximum is taken over the set of all approximate designs on $\chi$. Note that designs maximizing this determinant exist, because the induced design space $\{(e^{-\lambda_1 x}, \ldots, e^{-\lambda_{2k} x})^T \mid x \in \chi\}$ is compact ([Pukelsheim (1993)]). By the Kiefer-Wolfowitz equivalence theorem, we have

$$\max_{x \in \chi} f^T(x) A^{-1}(\xi^*, \lambda) f(x) = 2k,$$

where $f^T(x) = (e^{-\lambda_1 x}, \ldots, e^{-\lambda_{2k} x})$ denotes the vector of regression functions in [S]. It follows from [Gantmacher (1959, Chap. XIII)], that any minor of the matrix $(e^{-\lambda_i x_j})_{i,j=1}^{2k}$ with $x_1 > \cdots > x_{2k}, \lambda_1 < \cdots < \lambda_{2k}$ is positive. Therefore the Cauchy–Binet formula implies that

$$\text{sign}(A^{-1})_{ij} = (-1)^{i+j},$$

(11)

where we have used the notation $A = A(\xi^*, \lambda)$ for short. We next need the following lemma whose proof is deferred to the end of this section.

**Lemma A.1.** Consider the $s$ functions given by $\varphi_i(x) = \sum_{j=1}^{t_i} \alpha_{i,j} e^{-\mu_{i,j} x}$, where $t_i$ are arbitrary integers and $\{\alpha_{i,j}, \mu_{i,j}\}$ are real numbers, $i = 0, \ldots, s$. Suppose the following conditions hold.
(i) $\min_{1 \leq j \leq t+1} \mu_{i,j} > \max_{1 \leq i \leq t} \mu_{i,j}$, $i = 0, \ldots, s - 1$;

(ii) $\alpha_{i,j} > 0$, $j = 1, \ldots, t_i$, $i = 0, \ldots, s$.

Then for arbitrary real numbers $b_0, \ldots, b_s$ the function $\sum_{i=0}^{s} b_i \varphi_i(x)$ has at most $s$ roots counting multiplicity.

Let $A_{i,j} = (A^{-1})_{ij}$ and define

$$\varphi_0(x) \equiv m,$$

$$\varphi_{l-1}(x) = (-1)^l \sum_{i=1}^{l-1} A_{l-i,i} e^{-(\lambda_i + \lambda_{l-i})x}, \ l = 2, \ldots, 2k,$$

$$\varphi_{l-1}(x) = (-1)^l \sum_{j=1}^{4k-l+1} A_{2k+1-j, l-2k+j-1} e^{-(\lambda_{2k+1-j} + \lambda_{l-2k+j-1})x}, \ l = 2k + 1, \ldots, 4k.$$

We first consider the cases $k = 1$ and 2. Note that the coefficients in the functions are positive because sign $A_{i,j} = (-1)^{i+j}$, that is, condition (ii) holds. Additionally, it follows from the definition of $\lambda$ in (10) that condition (i) can be verified directly for $k = 1, 2$. If $\xi^*$ is D-optimal, it follows that for all $x$,

$$g(x) = m - f^T(x)A^{-1}(\xi^*, \lambda)f(x) = \varphi_0(x) + \sum_{i=1}^{4k-1} (-1)^i \varphi_i(x) \leq 0.$$

This implies that the support points, say $x_1^*, \ldots, x_n^*$, of $\xi^*$ satisfy $g(x_i^*) = 0$, $i = 1, \ldots, n$, $g'(x_i^*) = 0$, $i = 2, \ldots, n - 1$. A careful counting of the multiplicities and an application of Lemma 1 now show $2n - 2 \leq 4k - 1$, which implies $n = 2k$ when $k = 1$ or 2.

When $k \geq 3$ the same arguments are applicable for any vector $\lambda$ satisfying (i), because in this case it can be easily verified that the functions $\varphi_i$, $i = 0, \ldots, 4k$, defined above satisfy both conditions of Lemma A.1. An argument of continuity therefore shows $n^*(\lambda) = 2k$ for the number of supports of a D-optimal design for the model with respect to any $\lambda$ in a neighborhood of the point $\lambda$.

For a proof of the second bound when $k \geq 3$, we consider an arbitrary point of the form (10), say $\lambda = (\lambda_1, \ldots, \lambda_{2k})$, and let $s \leq (k+1)/2$ be the number of distinct values in the set $\{2\lambda_1, 2\lambda_2, \lambda_1 + \lambda_2, \ldots, \lambda_1 + \lambda_k, \lambda_2 + \lambda_3, \ldots, \lambda_{k-1} + \lambda_k\}$. Further, we denote by $u_1 < \cdots < u_s$ the distinct values from this set and introduce the functions

$$\varphi_0(x) \equiv m,$$

$$\varphi_1(x) = A_{1,1}e^{-u_1x} = A_{1,1}e^{-2\lambda_1x},$$

$$\varphi_2(x) = -2A_{1,2}e^{-(u_1 + \Delta)x},$$

$$\varphi_{2l-1}(x) = a_{l}e^{-(u_{l}+2\Delta)x} + c_{l}e^{-(u_{l}+1)x}, \ l = 2, \ldots, s,$$

$$\varphi_{2l}(x) = b_{l}e^{-(u_{l}+\Delta)x}, \ l = 2, \ldots, s,$$

$$\varphi_{2s+1}(x) = a_{s+1}e^{-(u_{s}+2\Delta)x}.$$
Observing that sign $A_{i,j} = (-1)^{i+j}$ it can be easily checked that the coefficients $a_l, b_l, c_l$ can be chosen such that

$$f^T(x)A^{-1}(\xi^*, \lambda) f(x) = \sum_{i=1}^{2s+1} \tilde{\varphi}_i(x)$$

is satisfied and $a_l, b_l, c_l > 0$, $l = 1, \ldots, s$. By the above arguments, we have $J(\tau) = \det(\tilde{\varphi}_i(x))_{i,j=0}^{2s+1} > 0$ for any $\tau = (x_0, \ldots, x_{2s+1})$ with $x_0 > \cdots > x_{2s+1}$. Moreover, for any vector $\tilde{\tau} = (\tilde{x}_0, \ldots, \tilde{x}_{2s+1})^T$ with components satisfying $\tilde{x}_0 \geq \tilde{x}_1 \geq \cdots \geq \tilde{x}_{2s+1}$, it follows

$$\lim_{\tau \to \tilde{\tau}} J(\tau) / \prod_{j > i} (x_i - x_j) > 0.$$

From (12) and the Equivalence Theorem for $D$-optimality, we obtain the inequality $g(x) \leq 0$ for any $x \geq 0$, where $g$ is the generalized polynomial $g(x) = \tilde{\varphi}_0(x) - \sum_{i=1}^{2s+1} \tilde{\varphi}_i(x)$. This implies that the support points of the locally $D$-optimal design satisfy $g(x^*_i) = 0$, $i = 1, \ldots, n$, $g(x^*_i) = 0$, $i = 2, \ldots, n - 1$, and a similar argument shows that the function $g$ has at most $2s + 1$ roots counting multiplicity. Consequently, $2n - 2 \leq 2s + 1 \leq k(k + 1) + 1$, which yields $n \leq (k(k + 1)/2) + 1 + 1/2$. This proves the assertion of the theorem for (5).

To prove the theorem for (3), we consider an arbitrary approximate design $\xi$ and the polynomial defined by $\tilde{\lambda} = (\tilde{\lambda}_1, \ldots, \tilde{\lambda}_{2k})$ is defined by (10), the $2k \times 2k$ matrix $L$ is given by

$$L = \begin{pmatrix} Q & 0 & 0 & \cdots & 0 \\ 0 & Q & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & Q \\ \end{pmatrix},$$

$$Q = \begin{pmatrix} 1 & 0 \\ \frac{1}{\Delta} & -\frac{1}{\Delta} \end{pmatrix}.$$

We note that $\det L = (-1/\Delta)^k \neq 0$ and

$$\lim_{\Delta \to 0} f^T(x)L^T = \lim_{\Delta \to 0} \left( e^{-\lambda_1 x}, \frac{e^{-(\lambda_1 + \Delta)x} - e^{-\lambda_1 x}}{\Delta}, \ldots, e^{-\lambda_k x}, \frac{e^{-(\lambda_k + \Delta)x} - e^{-\lambda_k x}}{\Delta} \right) = \left( e^{-\lambda_1 x}, -xe^{-\lambda_1 x}, \ldots, e^{-\lambda_k x}, -xe^{-\lambda_k x} \right).$$
Consequently we have for any design $\xi$

$$\lim_{\Delta \to 0} LA(\xi, \lambda) L^T = M(\xi, \lambda), \quad (14)$$

where $M(\xi, \lambda)$ is the information matrix under (3). If $\xi^*$ denotes a locally $D$-optimal design for (3) with support points $x_1^* < \cdots < x_n^*$, then it follows from (13) and (14) that

$$m - \tilde{f}^T(x) M^{-1}(\xi^*, \lambda) \tilde{f}(x) = \lim_{\Delta \to 0} m - f^T(x) A^{-1}(\xi^*, \lambda) f(x), \quad (15)$$

where the vector $f^T(x)$ corresponds to the gradient in (3) and is defined by

$$f^T(x) = (e^{-\lambda_1 x}, -xe^{-\lambda_1 x}, \ldots, e^{-\lambda_k x}, -xe^{-\lambda_k x}).$$

By the Equivalence Theorem, the polynomial on the left hand side has roots $x_1^*, \ldots, x_n^*$ and $x_2^*, \ldots, x_{n-1}^*$ are all roots with multiplicity two. Consequently, we obtain $2n^* - 1 \leq h$, where $h$ is the number of roots of the polynomial on the right hand side of (15). By the arguments of the first part of the proof we have $h \leq 4k - 1$ for $k = 1, 2$, and for $k \geq 3$ in a neighborhood of points $\lambda$ satisfying (11). Moreover, we have $h \leq k(k + 1)/2$ in general and this completes the proof of the theorem.

**Proof of Lemma A.1.** Let $\tau = (x_0, \ldots, x_s)^T$ and let $J(\tau) = \det(\varphi_i(x_j))_{i,j=0}^s$. If we expand the determinant along a row repeatedly, we arrive at

$$J(\tau) = \sum_{i_0=1}^{t_0} \cdots \sum_{i_s=1}^{t_s} \left[ \prod_{i=0}^s \alpha_{i,i_i} \right] \det \left( e^{-\mu_{j,j'}x_{\nu}} \right)_{j,j'=0}^s.$$

Due to the Chebyshev property of exponential functions (see Karlin and Studden [1966, Chap. 1]) each term on the right hand side is positive whenever $x_0 > \cdots > x_s$. This follows because $\prod_{i=0}^s \alpha_{i,i_i} > 0$ by assumption (ii) and $\det(e^{-\mu_{j,j'}x_{\nu}})_{j,j'=0}^s > 0$ by assumption (i) of Lemma A.1. Thus $J(\tau) > 0$ for arbitrary $x_0 > \cdots > x_s$. Moreover, we have for any $\tau = (\bar{x}_0, \ldots, \bar{x}_t)$ with $\bar{x}_0 \geq \cdots \geq \bar{x}_t$,

$$\lim_{\tau \to \tau} J(\tau) = \prod_{t \geq j < \bar{x}_t} (x_i - x_j) > 0,$$

since $\lim_{\tau \to \tau} \det(e^{-\theta_{i,j}x_j})_{j=0}^t/ \prod_{i \leq j < \bar{x}_t} (x_i - x_j) > 0$ whenever $0 < \theta_{i_0} < \cdots < \theta_{i_t}$. This property can be easily verified by considering the number of the same coordinates in the vector $\bar{x}$. It is known (see Karlin and Studden [1966, Chap. 1]) that under the conditions that $J > 0$ and (16), any generalized polynomial of the form $\sum_{i=0}^t b_i \varphi_i(t)$ has at most $t$ roots counting multiplicity.
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