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Abstract: This paper illustrates some of the problems which can occur in any data

set when clustering samples of gene expression profiles. These include a possi-

ble high degree of dependence of results on choice of clustering algorithm, further

dependence of results on the choices of genes and samples to be included in the

clustering (for example, whether or not to include control samples), and difficulty

in assessing the validity of the grouping. We also demonstrate the use of Cox

regression as a tool to identify genes influencing survival.
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1. Introduction

With the advent of complementary DNA (cDNA) microarray technology
(Schena, Shalon, Davis and Brown (1995); Schena (1999)), it has become possi-
ble to simultaneously measure the messenger RNA (mRNA) levels for thousands
of genes and expressed sequence tags (ESTs) in parallel. This capability has
led to consideration of genomic data for organisms on a large-scale basis. The
use of microarrays has led to an explosion of molecular profiling studies. In
these studies, samples of cells in different experimental conditions are analyzed
using cDNA microarrays. The measured mRNA levels on the microarrays are
subsequently compared across samples in order to determine which genes are dif-
ferentially regulated under certain conditions. This helps us begin to understand
potential mechanisms of transcription regulation. Settings where molecular pro-
filing studies have occurred include cell cycle determination in yeast (Spellman
et al. (1998)) and studies of acute leukemias (Golub et al. (1999)), lymphomas
(Alizadeh et al. (2000)), and breast cancers (Perou et al. (1999)).

A seminal paper in the analysis of microarray data is that of Eisen, Spellman,
Brown and Botstein (1998), in which the authors propose hierarchical clustering
of genes as a means to identify patterns in the high-dimensional data generated
by microarrays. Clustering of samples may also be performed; even two-way
clustering of genes into functional groups, and of samples into classes, based on
gene expression has been done (Alon et al. (1999)). It is now commonplace for
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researchers to perform a hierarchical clustering of microarray data to identify
patterns in the clustering. In many instances, cluster analysis is the primary
technique of data analysis, regardless of the specific questions of interest.

Fundamental to any analysis of data is the scientific question of interest.
It is the question to be addressed that ought to guide the choice of analysis
tools and techniques. Unfortunately in microarray studies the question may not
be carefully posed, may be implied but unreported, or may even seem to be
completely lacking. A paper may report, for example, that the aim is to discover
subclasses of tumor types. Thus, cluster analysis would seem to be appropriate.
However, once the samples are clustered, the investigators reveal that survival
data are available; the next move is then an attempt to relate survival to the
newly found clusters so that genes influencing survival may be uncovered. If the
goal is to find genes influencing survival though, then methods which explicitly
handle response variables are more appropriate. In this case, the clustering of
samples would seem to be unnecessary.

This paper considers clustering of samples based on gene expression profiles.
Our major aim is to highlight some of the issues that arise with the use of
hierarchical clustering techniques in the analysis of cDNA microarray data. To
illustrate these issues, we include analysis of data from a study of cutaneous
melanoma gene expression (Bittner et al. (2000)). We do not present a careful
re-analysis of this data set, but rather use it to highlight issues that arise in cluster
analysis of tumor profiles. Although we restrict our attention to the spotted array
technology, similar issues arise for oligonucleotide arrays (Lockhart et al. (1996);
Lipshutz, Fodor, Gingeras and Lockhart (1999)) as well.

The overview of the paper is as follows. In Section 2, we give a brief survey
of clustering methodologies. In Section 3, we describe the melanoma cDNA
microarray data analyzed by Bittner et al. (2000). In Section 4, statistical issues
involved with the application of clustering techniques are given. Because the
Bittner et al. (2000) data set has been made publicly available, we are able to
demonstrate these issues with it, as well as test alternative analyses. Bear in
mind, however, that these same issues may well arise in clusterings of other data
sets, yet remain hidden due to the secrecy of the primary data. In Section 5,
we introduce a method to identify genes influencing survival; we conclude with
a brief discussion in Section 6.

2. Clustering Methods

Here is a brief introduction to several clustering techniques; more comprehen-
sive accounts can be found in Jain and Dubes (1988), Kaufman and Rousseeuw
(1990), Everitt (1993) and Gordon (1999). We do not discuss model-based clus-
tering methods; the interested reader is referred to Banfield and Raftery (1993).
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We assume in this section that there are n samples or objects to be clustered;
each object is associated with a vector of attributes xi = (xij), i = 1, . . . , n;
j = 1, . . . , p. To avoid issues of scaling, it is further assumed that for i = 1, . . . , n,
xi is standardized to have mean zero and variance one.

2.1. Hierarchical clustering

To implement the standard method for the analysis of gene expression data
from microarray experiments, one first constructs a dissimilarity measure for each
pair of objects, often a distance measure d(xi,xj). Table 1 gives some examples.
Alternatively, the dissimilarity measure may be taken to be one minus some
measure of association, typically the correlation coefficient ρ.

Table 1. Distance measures used for hierarchical cluster analysis.

Name d(xi,xj)

Euclidean {∑p
k=1(xik − xjk)2}1/2

Manhattan
∑p

k=1 |xik − xjk|
Canberra

∑p
k=1

|xik−xjk|
xik+xjk

Maximum max1≤k≤p |xik − xjk |

Hierarchical clustering methods fall into two classes: agglomerative nesting
methods and divisive analysis methods (Kaufman and Rousseeuw (1990)). Ag-
glomerative nesting algorithms proceed in the same general manner: begin with
n singleton clusters; the closest pair of distinct clusters is found and merged,
leaving (n − 1) singleton clusters and one cluster with two distinct objects; the
dissimilarity matrix is updated to take into account the merging that has oc-
curred; based on the new dissimilarity matrix, the two closest distinct clusters
are found and merged; iterate until one cluster consisting of all n objects remains.
There are many ways to update the dissimilarity matrix, the main issue is how
to define a distance between two clusters. In average linkage clustering, the dis-
tance between two clusters is the average of the pairwise distances between two
elements, one from the first cluster and the other from the second. In complete
linkage clustering, the distance between two clusters is taken to be the maxi-
mum of all possible pairwise distances. At the other extreme is single linkage
clustering, where the distance between two clusters is taken to be the minimum
of all possible pairwise distances. Other types are centroid clustering, median
clustering and Ward’s hierarchical clustering (Ward (1963)). These six types of
agglomerative hierarchical clustering algorithms can be shown to be special cases
of a general framework considered by Lance and Williams (1967).
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The opposite to agglomerative nesting is a divisive analysis approach. Heuris-
tically, the algorithm begins with one cluster of n objects. The object in the
cluster that has the greatest dissimilarity to the other elements (the seed) is then
separated to form a so-called splinter group and the remaining elements in the
original cluster are examined to see whether or not additional elements should be
added to the splinter group. Two clusters result. The diameter of each cluster
(the largest distance between observations in the same cluster) is then computed
to see which one is greater. The steps above are repeated with the cluster that
has the greater diameter. Iterate until there are n singleton clusters. The dis-
tance for separate clusters can be defined based on average linkage or one of the
other methods described above.

A major drawback of hierarchical clustering methods is that group assign-
ment of objects cannot change once an object has been placed in a cluster. These
methods cannot undo what has been done in previous steps. In contrast, parti-
tion methods can reconsider cluster assignments at every stage.

2.2. Partition clustering

The clustering methods just described are termed hierarchical, and the im-
plied hierarchy can usually be visually represented as a dendrogram. However,
there is an important class of clustering methods that are non-hierarchical in
nature. These are known as partitioning methods.

Let CK = {c1, . . . , cK} denote a set of K cluster centers and c(x) ∈ CK de-
note the center closest to x with respect to some distance measure. The clustering
problem amounts to minimizing

∑n
i=1 d{xi, c(xi)} over CK . In words, the goal

is to find a set of centers such that the mean distance of an object to the closest
center is minimized. Algorithms such as K-means clustering (MacQueen (1967))
and partitioning around medoids, or PAM (Kaufman and Rousseeuw (1990)),
fall into this class. What distinguishes K-means and PAM is that cluster centers
in K-means are averages of objects, while in PAM the centers are actual objects.

It is important to note that these procedures require that K be specified in
advance. The problem of choosing the number of clusters K is not a trivial one,
and in fact there have been many proposed solutions. Some of these are touched
on in Section 4.

3. Cutaneous Melanoma Data Set

In this section, we briefly describe the cDNA microarray experiment and
analyses conducted by Bittner et al. (2000). The authors of this study attempted
to determine whether or not molecular profiles generated by cDNA microarrays
could be used to identify distinct subtypes of cutaneous melanoma, a malignant
neoplasm of the skin.
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3.1. Study sample

The data consisted of 38 samples from both tissue biopsies and tumor cell
lines, including 31 cutaneous melanomas and 7 controls. Two pairs of samples
were taken from the same patients. The samples were from both male and
female patients aged 29 to 75, with 3 patients of unknown age. The samples
were taken from biopsy sites categorized as skin/external, internal and lymph
nodes. The controls were of several cell line types including fibroblast, ovarian
adenocarcinoma and cell culture variants.

3.2. Hybridization and data preparation

The mRNA was extracted and Cy5-labeled cDNA was created for the 31
cutaneous melanoma and 7 control samples. A single reference probe, labeled
Cy3, was used for all 38 samples. The Cy5 and Cy3-labeled cDNA was mixed
for each sample and hybridized to a separate melanoma microarray.

The melanoma array contained 8,150 human cDNAs, of which 6,912 were se-
quence verified under a Cooperative Research and Development Agreement with
Research Genetics. The 8,150 cDNAs represented 6,971 unique genes, based on
the Unigene build of March 9, 2000. The hybridized array was scanned using
both red and green lasers, and the resulting image was analyzed. Of the 8,150
cDNAs, 3,613 were identified as well measured, by having average fluorescence
intensity levels above background across all experiments greater than 2,000 (mea-
sured on a 16-bit scale) for the less intense signal (Cy3 or Cy5), and by having
average spot size greater than 30 pixels for all experiments.

Expression ratios of Cy5/Cy3, or red/green (R/G), were calculated for the
3,613 well-measured genes. These expression ratios are publicly available from the
web site http://www.nhgri.nih.gov/DIR/Microarray/Melanoma Supplement/
index.html. The ratios of R/G can become too large or too small when the
signal from one source is large and the other is undetectable. The study had
many ratios above 10,000 and many below 0.02. Ratios greater than 50 and
less than 0.02 were truncated to 50 and 0.02, respectively. The resulting ratios
were transformed to a logarithm scale (base 2). The log-ratios were normalized
by subtracting the median log-ratio within an experiment from all log-ratios for
that experiment, so that the median log-ratio within an experiment is zero. No
normalization was performed across experiments, since a single reference probe
was used for all experiments.

3.3. Hierarchical clustering

The remaining analyses were performed by Bittner et al. (2000) on the 31
cutaneous melanoma samples, excluding the 7 control samples. Average linkage
hierarchical clustering was carried out on the 31 cutaneous melanoma samples.
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Thus a matrix was made up of pairwise Pearson correlation coefficients of log-
ratios for all experiments and dissimilarity was taken to be 1 - correlation. We
replicated their result and give the resulting dendrogram in Figure 1.

If the dendrogram is cut at a height (1 – correlation) of 0.54, the set of 19
samples at the center (numbers 13 – 31) form what Bittner et al. (2000) refer to
as the “clustered” melanoma samples (cluster 1); the other 12 samples (1 – 12)
fall into several smaller clusters and are referred to as “unclustered” (cluster 2).
There seems to be no objective criterion by which a cutoff of 0.54 was chosen;
rather, the cutoff seems to result from viewing the dendrogram.
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Figure 1. Hierarchical Clustering Dendrogram of Melanoma samples. Aver-
age linkage with correlation-based distance.

3.4. Multidimensional scaling and cluster affinity search technique

Additional analyses were performed by Bittner et al. (2000) in an attempt
to confirm this clustering. These included multidimensional scaling (MDS) and
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a non-hierarchical clustering algorithm, CAST (Ben-Dor, Shamir and Yakhini
(1999)). CAST uses a graph theory algorithm for clustering that requires neither
a similarity function nor a pre-specified number of clusters. It does use a Bayesian
method for choosing the number of clusters and so requires a prior distribution
for this quantity. Both the MDS and CAST procedures identified the same major
cluster of 19 as that found by average linkage hierarchical clustering.

3.5. Discriminating genes

After identifying and verifying the two clusters, the authors wished to de-
termine whether the samples in the two clusters had different metastatic ability.
The study introduced an ad hoc weighting scheme (described in the web sup-
plement to their paper) to score genes based on the gene’s ability to distinguish
between the two clusters. The weights are ratios of the between cluster Eu-
clidean distance to the weighted average (across pairs) of within cluster distance:
w = dB/(k1dw1 +k2dw2 +ε), where dB is the distance between cluster centers, dwi

is the average (Euclidean) distance among all sample pairs (total numbers n1 and
n2 for clusters 1 and 2, respectively), and ki = ni/(n1 + n2). A small constant ε

is added to prevent a zero denominator. Conditional on the cluster assignment,
the weight (without the ε) is like a t-statistic with an incorrect denominator; this
denominator is a sum of square roots rather than the square root of a sum of
squares.

Genes were weighted assuming two clusters of 19 and 12 samples. The weight
function was designed so that a higher weight corresponded to a greater ability
of a gene to distinguish between the two clusters; higher weight corresponded to
more compact clusters and greater distance between clusters.

The weight function was calculated for each of the 3,613 genes. There were
182 genes in the weighted gene list that could distinguish between the two clus-
ters, with weights ranging from 6.20 to 0.73. The weighted gene list identified
genes that were most differentially expressed in the two clusters. This gene list
was used by Bittner et al. (2000) to compare gene expression in samples with
known invasive properties to the cutaneous melanoma samples. Uveal melanoma
samples were chosen for comparison purposes. It was reported by Bittner et
al. (2000) that highly expressed genes in the invasive uveal samples showed the
opposite expression pattern of the same genes in the major cluster of 19 cuta-
neous melanoma samples for genes in the weighted gene list. Downregulated
genes for the major cluster of 19 include those genes involved in tumor spread-
ing and migration. This finding suggests reduced motility and reduced invasive
ability of the samples in the cluster of 19.

Five specific genes with reduced expression in the cluster of 19 were identified:
integrin β1, integrin β3, integrin α1, syndecan 4, and vinculin. The study further
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examined three properties of the samples: ability to migrate into scratch wounds,
contract collagen gels, and form tubular networks. Samples within the major
cluster of 19 were found to have reduced motility, reduced invasive ability and
reduced vasculogenic mimicry, which indicates that these 19 samples may have
a less invasive type of cutaneous melanoma, and therefore possibly increased
survival.

3.6. Clinical and tumor cell characteristics

Bittner et al. (2000) carried out a number of statistical tests in an effort
to determine association between cluster and the following clinical and tumor
cell characteristics: sex, age, p16 mutation status, biopsy site, pigment, Breslow
thickness, Clark level and specimen type. None of these variables showed an
association with cluster, although age had a marginal significance level. The
study concluded that the characteristics examined were not sufficient to identify
classes of cutaneous melanoma, thus “confirming” the need for gene expression
profiling.

3.7. Survival analysis

To further confirm the different metastatic properties of the two groups of
cutaneous melanomas, a Kaplan-Meier survival analysis was performed on the
15 (out of 31) samples for which survival data were available. Three deaths
occurred among the ten patients classified as being in the “cluster”, and there
were four deaths among the five patients in the remaining (“unclustered”) group.
Their survival plots indicate better survival for the cluster of 19, suggesting a
less invasive type of cutaneous melanoma for this group (Figure 9). The result
is not statistically significant (p − value = 0.135), which may be due to a small
sample size (n = 15) and event rate (7 observed deaths).

3.8. Study conclusions

The study by Bittner et al. (2000) used hierarchical clustering to identify
two groups of cutaneous melanomas with different gene expression profiles, the
“clustered” group of 19 melanomas (samples 13 – 31) and the “unclustered”
group of 12 melanomas (samples 1 – 12). Further investigation identified differing
invasive qualities of the cutaneous melanomas in the two groups. The study
concluded that melanoma is a useful model in identifying genes important in
tumor metastasis.

4. Statistical Issues

We now describe some statistical issues involved in the analysis of the mi-
croarray data from Bittner et al. (2000), again noting that these issues are not
unique to this particular data set.
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4.1. Clustering algorithm choice

We first sought to explore the effects of different clustering algorithms. Sev-
eral points are noted based on this set of analyses. First, the results of the various
clustering algorithms yield different sets of clusters that group together. For ex-
ample, while average linkage cluster analysis yielded a cluster of 19 melanoma
samples, a cluster analysis using complete linkage yields a cluster of 22 mel-
anomas, as opposed to 19 (samples 1, 4, and 8 are now included in the cluster).
The dendrogram is shown in Figure 2.
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Figure 2. Hierarchical Clustering Dendrogram of Melanoma samples. Com-
plete linkage with correlation-based distance.

A second point to note is that even in situations when a cluster of 19
melanomas was found, the cutoff value for the dendrogram changed from the
0.54 original choice of Bittner et al. (2000). As an example, let us consider fit-
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ting the data using the single linkage method for cluster analysis. The resulting
dendrogram can be found in Figure 3. The cluster of 19 melanomas can be found
if a 1 - correlation cutoff value of about 0.42 is used. If the original cutoff of 0.54
is applied, a cluster of 27 melanomas is obtained. There is not a standard cri-
terion or algorithm for choosing such a cutoff point for a dendrogram. Rather,
this choice is often made by visual inspection. Thus, there is some subtlety in
the use of dendrograms in order to determine true clusters.
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Figure 3. Hierarchical Clustering Dendrogram of Melanoma samples. Single
linkage with correlation-based distance.

When divisive hierarchical clustering is used (again, with dissimilarity 1 -
correlation), the picture changes more noticeably (Figure 4). The “cluster” of 19
is no longer distinguished, it has been joined by samples 1, 4, 7, 8, and 11.
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Figure 4. Hierarchical Clustering Dendrogram of Melanoma samples. Divi-
sive Clustering with correlation-based distance.

Partitioning methods yield still further differences in the cluster groupings.
We did not attempt to estimate K, but rather took K fixed at 2. The aim here
was not to use the data to estimate the true number of clusters, but rather to
look at the effect of clustering algorithm on the assignment of samples into 2
groups. The group assignment of Bittner et al. (2000), based on average linkage
(agglomerative) hierarchical clustering, can be considered as:

Cluster 1: 13 – 31 (19 members)
Cluster 2: 1 – 12 (12 members)
We applied both K-means and PAM. Table 2 gives the number of samples

assigned to each possible combination of clusters across methods. For example,
there were 10 samples assigned to cluster 1 in each method, none assigned to
cluster 1 by both Bittner et al. (2000) and K-means but to cluster 2 by PAM,
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etc. It can be seen by adding the appropriate row totals that the K-means and
PAM procedures have a higher level of agreement than either method with the
Bittner et al. (2000) assignment.

Table 2. Cross-tabulation of cluster assignments.

Number of
Bittner K-means PAM Samples

1 1 1 10
1 1 2 0
1 2 1 1
1 2 2 8
2 1 1 1
2 1 2 0
2 2 1 6
2 2 2 5

These results show that group assignment depends crucially on the choice of
clustering algorithm, and also indicates that the assignment of the 19 samples
to a single cluster is not as reliable and reproducible as suggested by Bittner et
al. (2000).

4.2. Choice of genes and samples for clustering

Perhaps an even more fundamental issue than which particular clustering
algorithm to use is which samples will be clustered in the first place, and on
which variables (genes). The arrays contained 8,150 cDNA spots; however, only
3,613 of these, considered to be well-measured (sufficiently high compared to
background across all samples), were used in the Bittner et al. (2000) analysis.
Yet it seems possible that those genes with low measured expression levels (close
to the background level) in some arrays are just not being transcribed in that
tissue. Finding genes which are differentially expressed across arrays is a major
aim of microarray analysis. Genes with very low expression levels in some samples
but not in others could be expected to be the basis of an unknown subclass
of tumors; their removal from the data set hides a truth (contributes to false
negative results), and could conceivably also encourage spurious (false positive)
results. We were unable to examine the effect of including genes with very low
expression levels on clustering results because the publicly accessible data set
contains only the ratios of intensities, and not the separate (red and green)
intensities.

The data set does include microarray data on 7 control samples in addition
to the 31 melanoma samples. However, these are not used in their clustering.
We were therefore interested to see how inclusion of these samples would affect
the clustering process.
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One potential problem with interpretation of these results, and perhaps a
reason the controls were not used by Bittner et al. (2000), is that the control
samples were taken from a variety of tissues and biopsy sites. Thus, the inclusion
of the mixture of tissue types introduces additional noise and it could be this
variation that the clustering picks up. However, the 31 melanoma samples that
Bittner et al. (2000) cluster also differ with respect to tissue type and biopsy
site, so that even their original clustering may at least in part be affected by this
variation.

With agglomerative, average linkage (1-correlation) hierarchical clustering,
the 19 “clustered” melanoma samples (13 – 31) again appear together as a single
cluster for a cutoff around 0.54 (Figure 5). However, the control samples (32 – 38)
do not cluster together, but rather appear interspersed with the 12 “unclustered”
melanoma samples (1 – 12). When single linkage is used, the details change but
the overall structure is similar to that obtained with average linkage, although
the cutoff is changed.
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Figure 5. Hierarchical Clustering Dendrogram of Melanoma and Control
samples. Average linkage with correlation-based distance.
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With complete linkage, the same three “unclustered” samples (numbers 1, 4,
and 8) join the major cluster, while two other clusters are apparent (not shown).
These two clusters, however, do not correspond to controls and “unclustered”
samples; rather, each cluster contains both types of samples.

When all (melanoma and control) samples are clustered with a divisive hi-
erarchical algorithm, the major cluster appears more intact than it did when
divisive clustering was used on only the melanoma samples (Figure 6). In this
case, 18 of the 19 cluster together, with only sample number 18 clustering away
from the group. However, again, the remaining (“unclustered”) melanoma sam-
ples do not cluster separately from the control samples.
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Figure 6. Hierarchical Clustering Dendrogram of Melanoma and Control
samples. Divisive Clustering with correlation-based distance.

We again considered partitioning methods K-means and PAM, this time with
K fixed at 3, thinking that the controls should cluster as a third group. Table 3
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shows the number of samples assigned to combinations of clusters across methods
(the controls are referred to as Bittner cluster 3 here). Only combinations which
occurred (i.e., have nonzero entries) are given.

Agreement on cluster assignment of the controls is not especially high, per-
haps due in part to heterogeneity in tissue type or biopsy site. However, the
conclusion of Bittner et al. (2000) would seem to be that molecular profiling
can distinguish subtypes of melanoma better than it can distinguish between
melanoma or no melanoma. This situation suggests that the faith placed in the
results of clustering algorithms may be misplaced.

Table 3. Cross-tabulation of cluster assignments.

Number of
Bittner K-means PAM Samples

1 1 1 11
1 1 2 2
1 2 2 6
2 1 1 1
2 2 2 4
2 2 3 1
2 3 1 2
2 3 3 4
3 2 3 1
3 3 1 3
3 3 3 3

4.3. Cluster validation methods

Bittner et al. (2000) used a variety of methods to assess the reliability of the
cluster of 19 melanomas. A related problem is to determine the number of “true”
clusters K in the data. This is a difficult problem in the field of clustering (Jain
and Dubes (1988)), but one for which a number of solutions have been proposed.

Milligan and Cooper (1985) performed an extensive numerical comparison
of 30 different methods. One of the methods they found to work well was that
of Calinski and Harabasz (1974). In this method, the ratio of the between and
within cluster sum of squares, appropriately normalized, is computed for each
number of clusters K. The value of K that maximizes this ratio is taken to be
the estimate of the number of clusters in the data. Another method was proposed
by Krzanowski and Lai (1985). Their suggestion is to choose K to maximize a
difference quantity based on the within clusters sums of squares. Neither of these
methods allow for the case K = 1 (i.e., no clusters). A method that can test for
the case of no clusters was developed by Hartigan (1975).
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We applied these methods to the average linkage hierarchical clustering sum-
marized in Figure 1. The number of clusters estimated by the Carabasz and
Halinski (1974) method is K = 2. Based on this method, there is a cluster of
27 melanomas, not 19 as concluded by Bittner et al. (2000). Using the method
of Krzanowski and Lai (1985) yields an estimate of eight clusters and does give
the 19 melanoma cluster found by Bittner et al. (2000). Finally the method of
Hartigan (1975) yields 2 clusters, so the melanoma cluster contains 27 samples.

When inferred clusters are supposed to represent some basic underlying bio-
logical process, the number of clusters represents an extremely important quan-
tity. Yet these results cast additional doubt on the reliability of the 19 melanoma
cluster found by Bittner et al. (2000), and highlight the difficulties inherent in
assessing cluster reliability/reproducibility, and also of determining the number
of clusters, a basic problem in cluster analysis.

4.4. Threshold level

Before performing the clustering, there was some preprocessing of the data.
Values of the red/green intensity ratio that were lower than 0.02 were thresholded
to 0.02, while those greater than 50 were thresholded to 50. Because these cutoffs,
used by Bittner et al. (2000), seem somewhat arbitrary and without any apparent
biological or data-driven justification, we considered alternative thresholds to see
what, if any, effect the threshold level had on results. We looked at the following
pairs of lower and upper threshold levels: (0.1,10), (0.3,10), (0.4,10), (1,10), and
(1,3). Results did not vary much for more extreme thresholding of the data
and, in fact, seemed to be more sensitive to choice of clustering method than
thresholding. For a given metric, the results did not vary for more extreme
thresholding of the data. However, the cutoff value on the dendrogram for the
cluster of 19 melanomas increased with greater thresholding.

5. Identification of Genes Influencing Survival

As previously noted, the melanoma data set contains data on survival for 15
of the patients, 10 “clustered” (samples 13, 14, 15, 17, 18, 25, 28, 29, 30, 31) and
5 “unclustered” (samples 1, 7, 9, 10, 12). These data were used indirectly by
Bittner et al. (2000) in an effort to identify genes which might influence survival.
Because survival appeared to be higher in the clustered group (Figure 9), genes
discriminating between the two groups perhaps played a role. We illustrate here
how the survival data might be used directly in identification of genes potentially
influencing survival, without performing any clustering. For further background
on survival analysis, see, for example, Cox and Oakes (1984).

For individual i and gene j = 1, . . . , p, we model the instantaneous failure
rate, or hazard function h(t), as a function of the expression level xij with the
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Cox proportional hazard model h(t) = h0(t)exp(βxij), so that the hazard func-
tions of two different individuals are constant multiples of each other. Separate
Cox models were fit for each individual gene. For each of the p genes, then,
there is an estimated coefficient β̂. These estimated coefficients can also be stan-
dardized as t = β̂/

ˆ
SE(β̂). The pair of values (β̂, t) can be plotted for a visual

representation of the values. Due to the tradeoff between statistical significance
and practical importance, genes need to be prioritized according to some combi-
nation of these two criteria. Of highest interest are genes which have both large
(in magnitude) standardized effect sizes (reflecting statistical significance) and
also large (in magnitude) estimated effect sizes (reflecting practical importance,
or biological meaning).
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Figure 7. Identification of genes potentially influencing survival

Figure 7 plots |t| versus |β̂| for genes in the top 50 in either estimate. The 50
cutoff is chosen for illustration. Cutoffs could be set higher or lower depending
on the particular study, or chosen on other bases (e.g., |β̂| and |t| exceeding some
threshold of interest). The intersection of these two sets of genes occurs in the
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upper right part of the plot (18 genes plotted by both plotting symbols). Of
highest interest would be the five genes farthest to the upper right, and listed in
Table 4.

Table 4. Sites potentially influencing survival.

Image clone ID UniGene Cluster UniGene Cluster Title
137209 Hs.126076 Glutamate receptor interacting protein
240367 Hs.57419 transcriptional repressor
838568 Hs.74649 cytochrome c oxidase subunit Vlc
825470 Hs.247165 ESTs, Highly similar to topoisomerase
841501 Hs.77665 KIAA0102 gene product

 

 
 

 

1

7

9

1
0

1
2

1
3

1
4

1
5 1
7

1
8

2
5

2
8

2
9

3
0

3
1

0
.2

0
.3

0
.4

0
.5

0
.6

0
.7

0
.8

Figure 8. Hierarchical Clustering Dendrogram of Melanoma samples with
Survival Data. Average linkage with correlation-based distance.
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Somewhat surprisingly, none of these genes occurs in the weighted gene list
of Bittner et al. (2000). One possible explanation is that the data set used for the
identification of survival genes is only about half of the original set. Alternatively,
it could be that the weighted scheme relies heavily on the cluster assignments of
the 12 and 19 samples. In the reduced data set, these cluster assignments change.
Figure 8 shows the dendrogram for average linkage hierarchical clustering (1 -
correlation dissimilarity) of the 15 samples for which survival data are available.
The original cluster assignment places samples 13, 14, 15, 17, 18, 25, 28, 29, 30,
and 31 in cluster 1 and samples 1, 7, 9, 10, and 12 in cluster 2. It is clearly seen
in the figure that samples 1 and 7 are now part of cluster 1.

If the new, reduced-data cluster assignment is used in the Kaplan-Meier
analysis, the difference between the two survival curves becomes much smaller
(Figures 9 and 10), with the p-value increasing from 0.135 to 0.472. The value
of the clustering seems much less promising.
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Figure 9. Kaplan-Meier survival plot: Bittner cluster assignment.

We have not attempted to carefully model the hazard function with combina-
tions of genes, or to control the false positive rate in the presence of thousands of
tests. The data may only be sufficient for suggestions of genes worthy of further
investigation. With more extensive data, more careful modeling could be done.
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Here, though, we do show an alternative strategy to clustering that ought to be
useful for answering some of the types of questions that microarray experiments
attempt to address.
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Figure 10. Kaplan-Meier survival plot: reduced data cluster assignment.

6. Discussion

We have illustrated here some of the problems which can occur in any data
set when clustering samples of gene expression profiles. These include a possible
high degree of dependence of results on choice of clustering algorithm, further
dependence of results on the choice of samples to be included in the clustering (for
example, whether or not to include control samples), and difficulty in assessing
the validity of the grouping. With these problems inherent in the technique
of cluster analysis, it is difficult to see how one might be capable of inferring
a biological basis for the observed subgrouping. If the groupings are very tight,
cluster analysis might then be appropriate and also more successful at suggesting
true differences between groups. That was not the case for this melanoma data
set.
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