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Supplementary Material

S1 Notation and Regularity Conditions

Define the quadratic inference function:
Qn(B[b) = (g1)"(C}) (&),

its first partial derivative:

Qu(Blb) = %anb) —2(&])(C]) (&) + ol1),

and its second partial derivative:

82

= 55 Qn(BIb) = 2(8])(CH (&) + o).

Qn(BIb)

Define gy = E(glf\bo), and Cy = Var(g;|bo).

We here provide the regularity conditions to prove Lemma 1 and Theorem 1.

(i) The response variables y1,...,y, are i.i.d.

(ii) The fixed effect 3 is identifiable; that is, there exists a unique (3,, such that
E{g/ (Bolbo)} = 0.
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(iii) The estimating function g;(3|b) is differentiable with respect to both 3 and b,
i=1,...,n.
(iv) Var(g;i|b) < oo in probability, for i = 1,...,n.

(v) g1(B|b) is uniformly bounded in probability with respect to both 3 and b in an
open bounded space containing 3, and by, and conditional on by, g % ¢, as
n — oo.

(vi) Cf(B|b) is uniformly bounded in probability with respect to both 3 and b in an
open bounded space containing B, and by, and conditional on by, cf %) as
n — 00.

(vii) There exists an open bounded parameter space S C RP, such that 8, € S and
Q. (B|bo) is uniformly convergent in probability in S. Define:

Q(BIbo) = Tim Q,(B[bo).

and thus: _ .
Q(Blbo) = nh_{go Qn(B|bo).

S2 Proofs of Lemma 1 and Theorem 1

Proof of Lemma 1. Solving 3 = argmin(g/)'(C{)~(g/) is equivalent to solving
Qn(Blbo) = 0.
By Taylor expansion, we have:

0 = Qu(Blby) = Qu(Bolbo) + On(Bolbo) (B — Bo) + o%x

By regularity conditions (i), (v) and (vi), we have E{Q,(B,|bo)} = 0. Then by regu-
larity condition (iv) and the central limit theorem, we conclude that:

1

Qn(Bolbo) ~ O(—=) and V(Qn(Bybo)) = N(0,9),
where
Qy = nh_{glo nVar(Qn(ﬁ0|b0))

— 4 lim )G D VarCeilbo) MO (@)

n— 00 4
i=1

= 4(80)'(Co)""(&0)-
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Since /(8 — B) = —Q;* (Bo|bo) - v/1Qn(Bo|bo) + 0(1), we conclude that:
V(B = B8) = N(0,3),

where Xo = Tim {35 (8, bo) 2 {07 (Bylba)} = {(80)/(Co) ™ (80)} " =
Proof of Theorem 1. Solving 3 = arg min(gf ) (C{)~1(gl) is equivalent to finding B
such that Q,(8|b) = 0.

~ Based on regularity conditions (ii), (v), (vi) and (vii), we have Q(Bo|bg) = 0 and
Q(Bo|bp) = 0. And based on regularity conditions (v) and (vi) and the condition that

%Zgi(ﬁ(ﬂﬁ) — 0 as n — oo, we have:
i=1

lim Qn(8,|b) =0 = Q(B,|bo). (S2.1)

n—oo

Define the boundary of a ball in S with center 3, and radius ﬁ as 0B, (B,) = {B:
1B — Bl = ﬁ} Then for any 8 € 0B, (8,), we have:

0= Q(By/bo) = Q(Blbo) + Q(BIbo)(By — B) + 0(%).

Since Q(B|bg) > 0 when 3 # 3,, we can find an ¢ > 0, such that:

(B = Bo)Q(BIbo) = Q(Blbo) + o(%) S e>0.

Then based on (S2.1]), for such e, there exists a large N, such that when n > N,

||Qn<ﬁ|§>>—Q<5\bog|| ' - . .
< [|@Qn(BIb) — Qn(BolB)| + 1Qn (Bo]B) — Q(Bo /o) || + [Q(By]bo) — Q(BIbo) ||

< €

for B € 0B, (B,). This is because g{(8|b) and C{(B|b) are uniformly bounded and g/
is continuous with respect to 3, so

1Qu(BIB) — Qu(BolB)] < e and Q(Bolbo) — Q(BIbo)]| < 3¢

for a large N. And because of (S2.1)),

10x(BolB) ~ QBolbo)l < 3.
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By the Cauchy-Schwarz Inequality:

(8 = By)[Qn(BB) — QBIb)]l < 18— Bl - 1Qn(8IB) — Q(BIbo)l|
< %6.
Therefore,
(B-B0)Qn(Blb) > (8- By)Q(Blbo) - %e

> (B-By)Q(Bbg) — € > 0.

Then based on Theorem 6.3.4 of Ortega and Rheinboldt (1970, p(163)), there exists
a 3, € Bn(B,), such that

Qn(Bn‘B) =0.

This is a direct application of the p-dimensional intermediate value theorem. Since
B, € B.(By), we have 3, = O(ﬁ) and 3, — By as n — 0.

The following part shows the asymptotic normality of Bn

From Lemma 1, we have:
1

NG

where 3, is the solution of 3 = argmin(g/)'(C{)~(g/) conditional on b.

V(B — Bo) = =0 (Bolbo) - vVnQu(Bolbo) + O(—=), (52.2)

Since B,, € Bn(8,), for any € > 0, we have ||Q,(8,,|b) — Q(B,,|bo)|| < ¢, and hence
10n(B,,|b) — Qn(B,,|bo)|| < € for alarge N and n > N. In addition,
Qn(B,b0) = Qu(B,[bo) — Qn(By|bo)
= Qn(Bolbo)(B, — By) +O(=).

1
n

Thus, conditional on b,

VB, — Bo) = Qr (Bolbo) - v1Qn (B, [bo) + o(1). (52.3)

From (S2.2)) and (S2.3), and because li_}rn Qn(Bobo) = lim @, (B,|bo), we have:
n o0 n— oo

\/E(Bn - Bo) + \/H(Bo - By)
Q' (Bobo) {v/1Qn (B, bo) — vVnQu(Bylbo)} + o(1).

\/E(Bn - ﬁO)
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From the central limit theorem and the consistency of B,,, we know that /nQ,(83,,|bo)
and /nQ,(By|bo) are asymptotically normal. Therefore

VB, — By) = N(0,%),

where £ = {Q5; ! (Bolbo) }2{ Q5 (Bolbo)} and @ = lim Var{y/nQu(B,/bo)—v/nQn(Bo[bo)}-
O
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