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Abstract: Screening for ultrahigh dimensional features may encounter complicated issues such as outlying observations, heterogeneous or heavy-tailed distribution, multi-collinearity and confounding effects. Standard correlation-based marginal screening methods may be a weak solution to these issues. We contribute a novel robust joint screener to safeguard against outliers and distribution misspecification for both the response variable and the covariates, and to account for external variables at the screening step. Specifically, we introduce a copula-based partial correlation (CPC) screener. We show that the empirical process of the estimated CPC converges weakly to a Gaussian process and establish the sure screening property for CPC screener under very mild technical conditions, where we need not require any moment condition, weaker than existing alternatives in the literature. Moreover, our approach allows for a diverging number of conditional variables from the theoretical point of view. Extensive simulation studies and two data applications are included to illustrate our proposal.
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1. **Introduction**

With the arrival of a big data era, ultrahigh dimensional data has become readily available from many business and scientific research fields, including medicine, genetics, finance and economics. Such massive data usually carry two common features: (i) the number of predictors or features can be tremendous and diverge to infinity with the sample size and (ii) the data distribution is very likely to be heteroscedastic and heavy-tailed for both the response and the covariates. These two features are observed in the two real data sets investigated in this paper. It is usually hoped that a variable screener can identify important predictors among numerous candidates. We note that eventually data scientists for such large scale data still need to construct a comprehensive model to accurately predict the future outcome. Thus a purely marginal screening approach that is usually adopted in the literature may not adequately meet the ultimate model building purpose. We contribute a new screening method that addresses the above issues and complements the existing methodology.

Variable screening serves as a fast and efficient computing device. Abundant feature screening methods are proposed in recent decades, including the sure independence screening (SIS) by Fan and Lv (2008) who first established the sure screening property under Gaussian linear model, the sure independent ranking screening (SIRS, Zhu et al. (2011)), the Kendall’s τ based screening (Kendall-SIS, Li et al. (2012a)), the distance correlation based screening (DC-SIS, Li et al. (2012b)), the quantile-adaptive screening (QaSIS, He...
empirical likelihood screening (Chang et al. (2013, 2016)), the censored rank independence screening for lifetime data (CRIS, Song et al. (2013)), the screening method based on quantile correlation (QC-SIS, Li et al. (2013)), the conditional quantile screening (CQ-SIS, Wu and Yin (2013)), the survival impaction index screening (SII, Li et al. (2016)), the nonparametric independence screening (NIS, Fan et al. (2011); Cheng et al. (2014); Xia et al. (2016b)), among many others. These screening tools might suffer the following two drawbacks: First, almost all methods evaluate a marginal association between the response and the predictors without adjusting external variables. Therefore some jointly important predictors may be incorrectly screened out if their marginal signal is not as strong as the spurious predictors in the ranked list. On the other hand, marginally important variables may be jointly ineffective and hence including them in a multivariate model may lead to less convincing prediction (see Xia et al. (2016a) for example). To take into account joint effects, a marginal feature screening is usually followed by an iterative calculation, such as the iterative SIS (ISIS) in Fan and Li (2008), which is computationally expensive and does not come with any theoretical guarantee. Secondly, distribution of the response and the predictors may be rather different from the light-tailed symmetric normal distribution and very often there are outliers affecting the computed screening indices. Some of the aforementioned procedures address the robustness of the response, but to our knowledge none of the existing work addresses the robustness of the covariates yet, which is a harder problem with higher dimension.

We aim to tackle two problems with a new screener. Specifically, to address the first
issue, we develop a joint feature screening method by incorporating additional information. Recently, a few conditional feature screening methods have been proposed. For instance, Liu et al. (2014) considered a sure independence screening procedure via conditional Pearson correlation coefficient through a kernel smoothing. Their method can be employed to handle ultrahigh dimensional varying-coefficient feature variables, which were investigated in Fan et al. (2013) and Cheng et al. (2014) as well. In addition, Xia et al. (2019) considered a robust screening method based on conditional quantile correlation, a generalised conception of Li et al. (2015). However, these authors only considered a single conditional variable. To extend to multivariate conditional variables, Chu et al. (2016) studied several confounding variables. Barut et al. (2016) extended Fan and Song (2010)’s approach to allow for a portion of predictors as conditional variables. Our work provides a more general framework where all the ultrahigh dimensional predictors and other low dimensional confounders can be jointly considered during the screening process. For the second issue, we incorporate robust copula-based correlation and partial correlation in our screening methods. The nonparametric copula is a well-known distribution-free summary measure and naturally leads to a screener robust against outliers and distribution mis-specification. To the best of our knowledge, there are very few works applying this classical dependence concept in high-dimensional setting. Xia et al. (2019) proposed a robust conditional feature screening approach, however, their method performs only robustly against the response but not against the covariates. Another relevant recent work is Ma et al. (2017).
The contribution of this paper can be summarised as follows. Firstly, we propose a doubly robust copula-based correlation (CC). Copula is a very popular bivariate function to model the nonlinear dependence between paired variates. See Nelsen (2007) for an introduction to the copula. The CC characterises the empirical dependence between two random variables evaluated at a level pair and is invariant under monotone transformation for both variables. We study the asymptotic process properties of the CC. A marginal variable screening approach via CC (CC-SIS) can be performed and achieves the desired sure screening consistency (Fan and Lv (2008)). Secondly, extending copula-based correlation to copula-based partial correlation (CPC), we then construct a more general framework for joint screening. The importance of each predictor is evaluated in the presence of conditional variables. This provides a fast way for conditional feature screening. CPC is also robust due to its construction from a nonparametric estimation and thus may be more reliable than a similar approach in Ma et al (2017) with a broader range of application. We provide both theoretical and numerical support for the proposed screening method. Our data analysis indicates that the final multivariate regression models built after our screening approach indeed predict the outcome with improved accuracy.

The rest of the paper is organised as follows. Section 2 presents CC and CC-SIS and their large sample properties. Methodologies and large sample properties for the CPC and the CPC-SIS are stated in Section 3. Further implementation details on CPC-SIS for different cases are given in Section 4. Simulations and two applications are carried out in Section 5. Section 6 gives a discussion on choice of the parameters involved in the method.
Section 7 concludes the paper. All the technical proofs and additional simulations are relegated to the online supplementary material.

2. Copula-based Correlation and Variable Screening

Consider two continuous random variables $X$ and $Y$. Let $F_X$ be the cumulative distribution function (CDF) of $X$, which is assumed to be right continuous. $F_X^{-1}(\tau) = \inf\{x : F_X(x) \geq \tau\}$ is the $\tau$ quantile of $F_X$. $F_{Y,X}$ is the joint CDF of $Y$ and $X$, and $F_{Y|X}$ is the conditional distribution function of $Y$ given $X$ with a density $f_{Y|X}$. We use $F_{n,X}$, $F_{n,X}^{-1}$ and $F_{n,Y,X}$ to denote empirical versions of $F_X$, $F_X^{-1}$ and $F_{Y,X}$, respectively, based on a sample of size $n$. Let $D[a,b]$ be the Banach space of all càdlàg functions $z : [a,b] \mapsto \mathbb{R}$ on an interval $[a,b] \subset \mathbb{R}$ equipped with the uniform norm, and $\ell^\infty([a,b]^2)$ denotes the collection of all bounded functions $z : [a,b]^2 \mapsto \mathbb{R}$. We use $\overset{d}{\to}$ to denote convergence in distribution.

2.1 Copula-based Correlation

We propose the following copula-based correlation (CC)

$$\varrho_{Y,X}(\tau,\iota) = \frac{F_{Y,X}(F_Y^{-1}(\tau), F_X^{-1}(\iota)) - \tau\iota}{\sqrt{\tau(1-\tau)\iota(1-\iota)}}, \quad 0 \leq \tau, \iota \leq 1, \quad (2.1)$$

where the first term in the numerator is a copula function $C(u,v) = F_{U,V}(u,v)$ with $U = F_Y(Y)$ and $V = F_X(X)$, evaluated at $(u,v) = (\tau,\iota)$ (see Corollary 2.3.7 of Nelsen (2007), p.22). By a simple algebra, we have $\varrho_{Y,X}(\tau,\iota) = \frac{\mathbb{E}[\psi_Y(Y - F_Y^{-1}(\tau))\psi_X(X - F_X^{-1}(\iota))]}{\sqrt{\tau(1-\tau)\iota(1-\iota)}} =$
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\[
\frac{\text{cov}(\psi_Y(Y-F_Y^{-1}(\tau)), \psi_X(X-F_X^{-1}(\iota)))}{\sqrt{\tau(1-\tau)\iota(1-\iota)}},
\]
where \(\psi(u) = \tau - I(u \leq 0)\) and \(I(\cdot)\) is the indicator function.

Since \(\text{var}(\psi_X(X-F_X^{-1}(\iota))) = \iota(1-\iota)\) and \(\text{var}(\psi_Y(Y-F_Y^{-1}(\tau))) = \tau(1-\tau)\), \(\varrho_{Y,X}(\tau, \iota)\) given in (2.1) is indeed a legitimate correlation coefficient that lies between \(-1\) and 1. Like other known correlation measures, CC equals 0 if \(X\) and \(Y\) are independent.

CC can measure the nonlinear dependence between \(X\) and \(Y\), thus incorporates all kinds of bivariate joint distribution of \(X\) and \(Y\). In addition, because the indicator function is unaffected by outliers and extreme values, CC is robust for certain heavy-tailed distribution for both \(Y\) and \(X\). We note that monotone transformation of \(X\) and \(Y\) does not alter the value of CC.

Given a sample of i.i.d. observations \(\{(X_i, Y_i), i = 1, \ldots, n\}\), we can construct an empirical estimate of \(\varrho_{Y,X}(\tau, \iota)\) as

\[
\hat{\varrho}_{Y,X}(\tau, \iota) = \frac{F_{n,Y,X}(F_{n,Y}^{-1}(\tau), F_{n,X}^{-1}(\iota)) - \tau \iota}{\sqrt{\tau(1-\tau)\iota(1-\iota)}} = n^{-1} \sum_{i=1}^{n} \psi_Y(Y_i - F_{n,Y}^{-1}(\tau)) \psi_X(X_i - F_{n,X}^{-1}(\iota)) \sqrt{\tau(1-\tau)\iota(1-\iota)}
\]

(2.2)

Let \(\sigma_{Y,X}(\tau, \iota) = F_{Y,X}(F_Y^{-1}(\tau), F_X^{-1}(\iota))\), \(\sigma_{X|Y}(\tau, \iota) = F_{X|Y=F_Y^{-1}(\tau)}(F_X^{-1}(\iota))\) and \(\sigma_{Y|X}(\tau, \iota) = F_{Y|X=F_X^{-1}(\iota)}(F_Y^{-1}(\tau))\). In the following, we fix the level at \((\tau, \iota)\) and write \(\sigma_{Y,X}, \sigma_{X|Y}\) and \(\sigma_{Y|X}\) for simplicity. Furthermore, define

\[
\xi(Y, X; \tau, \iota) = \frac{1}{\sqrt{\tau(1-\tau)\iota(1-\iota)}} \left[ I(Y \leq F_Y^{-1}(\tau), X \leq F_X^{-1}(\iota)) - \sigma_{X|Y}(\tau, \iota)I(Y \leq F_Y^{-1}(\tau)) - \sigma_{Y|X}(\tau, \iota)I(X \leq F_X^{-1}(\iota)) \right].
\]

We have the weak convergence result for \(\hat{\varrho}_{Y,X}(\tau, \iota)\) established in the next theorem.

**Theorem 1.** Let \(0 < a < b < 1\) and suppose that marginal distributions \(F_X\) and \(F_Y\)
are continuously differentiable on the intervals \([F_X^{-1}(a) - \varepsilon, F_X^{-1}(b) + \varepsilon]\) and \([F_Y^{-1}(a) - \varepsilon, F_Y^{-1}(b) + \varepsilon]\) with positive derivatives \(f_X\) and \(f_Y\), respectively, for some \(\varepsilon > 0\). Furthermore, assume that conditional density functions \(f_Y|X\) and \(f_X|Y\) are continuous on the product of these intervals. Then

\[
\sqrt{n}\{\hat{\varrho}_{Y,X}(\tau,\iota) - \varrho_{Y,X}(\tau,\iota)\} \overset{w}{\to} \mathcal{G}_{Y,X}(\tau,\iota)
\]

in \(\ell^\infty([a,b]^2)\), where \(\overset{w}{\to}\) denotes "converge weakly", and \(\mathcal{G}_{Y,X}(\tau,\iota)\) is Gaussian process with mean zero and covariance function \(\Omega_1(\tau_1,\iota_1;\tau_2,\iota_2) \equiv \mathbb{E}\{[\xi(Y,X;\tau_1,\iota_1) - \mathbb{E}\xi(Y,X;\tau_1,\iota_1)] \times [\xi(Y,X;\tau_2,\iota_2) - \mathbb{E}\xi(Y,X;\tau_2,\iota_2)]\}.

We may explicitly write the covariance function \(\Omega_1(\tau_1,\iota_1;\tau_2,\iota_2) = \{F_{Y,X}(F_Y^{-1}(\tau_1 \wedge \tau_2), F_X^{-1}(\iota_1 \wedge \iota_2)) - F_{Y,X}(F_Y^{-1}(\tau_1), F_X^{-1}(\iota_1))F_{X,Y}(F_Y^{-1}(\tau_2), F_X^{-1}(\iota_2)) - \sigma_{X|Y}(\tau_2,\iota_2)[F_{Y,X}(F_Y^{-1}(\tau_1 \wedge \tau_2), F_X^{-1}(\iota_1 \wedge \iota_2)) - F_{Y,X}(F_Y^{-1}(\tau_1), F_X^{-1}(\iota_1))][F_{Y,X}(F_Y^{-1}(\tau_2), F_X^{-1}(\iota_2)) - \sigma_{X|Y}(\tau_2,\iota_2)]\} + \sigma_{X|Y}(\tau_1,\iota_1)\sigma_{X|Y}(\tau_2,\iota_2)\sigma_{X|Y}(\iota_1 \wedge \iota_2).\] In particular, at fixed \((\tau,\iota)\), if \(\varrho_{Y,X}(\tau,\iota) = 0\), then \(\sqrt{n}\hat{\varrho}_{Y,X}(\tau,\iota) \overset{d}{\to} \mathcal{N}(0,\Omega_1)\), where \(\Omega_1 \equiv \Omega_1(\tau,\iota;\tau,\iota) = \{(\sigma_{Y,X} - \sigma_{X|Y}^2 + (\tau - \tau^2)\sigma_{X|Y}^2 + (\iota - \iota^2)\sigma_{Y|X}^2 - 2(1 - \tau)\sigma_{Y,X}\sigma_{X|Y} - 2(1 - \iota)\sigma_{Y,X}\sigma_{Y|X} + 2[\sigma_{Y,X} - \tau\iota]\sigma_{X|Y}\sigma_{Y|X})/[(\tau - \tau^2)(1 - \tau)]\}. If \(Y\) and \(X\) are independent, then \(\Omega_1 = 1\), producing the same null distribution used in classical correlation and auto-correlation studies. Compared with \(\text{Li et al. (2013)}\), our result is free of the moment conditions on
X, while Li et al. (2013) requires the existence of a fourth order moment on X to achieve the convergence in law. The justifications of this theorem rely on the empirical processes techniques (Billingsley (1999); van der Vaart and Wellner (1996); Kosorok (2008)).

In order to make statistical inference, such as constructing a confidence interval for \( \varrho_{Y,X}(\tau, \iota) \) and testing a hypothesis like \( H_0 : \varrho_{Y,X}(\tau, \iota) = 0 \), we need to estimate the covariance function \( \Omega_1(\tau_1, \iota_1; \tau_2, \iota_2) \). To this end, denote \( m_1(y) = \mathbb{E}\{I(X \leq F_X^{-1}(y))|Y = y\} \) and \( m_2(x) = \mathbb{E}\{I(Y \leq F_Y^{-1}(x))|X = x\} \). We can use the nonparametric approach like the Nadaraya-Watson (NW) method (Nadaraya (1964) and Watson (1964)) to obtain estimates \( \hat{m}_1(y) \) and \( \hat{m}_2(x) \) for \( m_1(y) \) and \( m_2(x) \), respectively, where the unknown \( F_X^{-1}(\iota) \) and \( F_Y^{-1}(\tau) \) are replaced by \( F_{n,X}^{-1}(\iota) \) and \( F_{n,Y}^{-1}(\tau) \), respectively. Therefore, we obtain the estimates \( \hat{\sigma}_{Y|X}(\tau, \iota) = \hat{m}_1(F_{n,Y}^{-1}(\tau)) \) and \( \hat{\sigma}_{X|Y}(\tau, \iota) = \hat{m}_2(F_{n,X}^{-1}(\iota)) \). Next, we give an estimate of \( \Omega_1(\tau_1, \iota_1; \tau_2, \iota_2) \). Denote \( \tilde{\xi}_n(Y_i, X_i; \tau, \iota) = \frac{\mathbb{E}\{I(Y_i \leq F_{n,Y}^{-1}(\tau), X_i \leq F_{n,X}^{-1}(\iota)) - \hat{\sigma}_{X|Y}(\tau, \iota) I(Y_i \leq F_{n,Y}^{-1}(\tau)) - \hat{\sigma}_{Y|X}(\tau, \iota) I(X_i \leq F_{n,X}^{-1}(\iota))\}}{\sqrt{\tau(1-\tau)\iota(1-\iota)}} \) and \( \bar{\xi}_n(Y, X; \tau, \iota) = n^{-1}\sum_{i=1}^n \tilde{\xi}_n(Y_i, X_i; \tau, \iota) \). Then, we obtain a consistent estimate of \( \Omega_1(\tau_1, \iota_1; \tau_2, \iota_2) \) as \( \hat{\Omega}_1(\tau_1, \iota_1; \tau_2, \iota_2) = n^{-1}\sum_{i=1}^n [\tilde{\xi}_n(Y_i, X_i; \tau_1, \iota_1) - \bar{\xi}_n(Y, X; \tau_1, \iota_1)] \times [\tilde{\xi}_n(Y_i, X_i; \tau_2, \iota_2) - \bar{\xi}_n(Y, X; \tau_2, \iota_2)] \).

In practice, we usually encounter the situation where Y is univariate but X is multivariate. As as extension to Theorem 1 and to compare the dependence strength of two random variables \( X_1 \) and \( X_2 \) on \( Y \), we may check the difference \( \varrho_{Y,X_1}(\tau, \iota) - \varrho_{Y,X_2}(\tau, \iota) \). In particular, we may test a hypothesis by this difference. Given a sample \( \{(Y_i, X_{i1}, X_{i2}), i = 1, \ldots, n\} \), similarly to (2.2), we can define \( \hat{\varrho}_{Y,X_1}(\tau, \iota) \) and \( \hat{\varrho}_{Y,X_2}(\tau, \iota) \). The following theo-
rem can be applied to answering this question.

**Theorem 2.** Let $0 < a < b < 1$ and suppose that marginal distributions $F_{X_k}$ and $F_Y$ are continuously differentiable on the intervals $[F_{X_k}^{-1}(a) - \varepsilon, F_{X_k}^{-1}(b) + \varepsilon]$ and $[F_Y^{-1}(a) - \varepsilon, F_Y^{-1}(b) + \varepsilon]$ with positive derivatives $f_{X_k}$ and $f_Y$, respectively, for some $\varepsilon > 0$ and $k = 1, 2$. Furthermore, assume that conditional density functions $f_{Y|X_k}$ and $f_{X_k|Y}$, $k = 1, 2$, are continuous on the product of these intervals. Then we have

$$\sqrt{n}\{[\hat{g}_{Y,X_1}(\tau, \ell) - \hat{g}_{Y,X_2}(\tau, \ell)] - [g_{Y,X_1}(\tau, \ell) - g_{Y,X_2}(\tau, \ell)]\} \xrightarrow{w} G_{Y,X_1,X_2}(\tau, \ell)$$

in $\ell^\infty([a,b]^2)$, where $G_{Y,X_1,X_2}(\tau, \ell)$ is Gaussian process with mean zero and covariance function $\Xi_1(\tau_1, \ell_1; \tau_2, \ell_2) = \{E[(\eta(Y, X_1, X_2; \tau_1, \ell_1) - \eta(Y, X_1, X_2; \tau_2, \ell_2)) - \eta(Y, X_1, X_2; \tau_1, \ell_1) + \eta(Y, X_1, X_2; \tau_2, \ell_2)]\}$, $\eta(Y, X_1, X_2; \tau, \ell) = \xi(Y, X_1; \tau, \ell) - \xi(Y, X_2; \tau, \ell)$ and $\xi(Y, X; \tau, \ell)$ is given in Theorem 2.

It follows from Theorem 2 that for a fixed pair $(\tau, \ell)$, if $g_{Y,X_1}(\tau, \ell) = g_{Y,X_2}(\tau, \ell)$, then

$$\sqrt{n}\{[\hat{g}_{Y,X_1}(\tau, \ell) - \hat{g}_{Y,X_2}(\tau, \ell)] \to N(0, \Xi_1)\},$$

where $\Xi_1 = \{g_{Y,X_1}(\tau, \ell) - g_{Y,X_2}(\tau, \ell)\} \equiv \{E[(\eta(Y, X_1, X_2; \tau_1, \ell_1) - \eta(Y, X_1, X_2; \tau_2, \ell_2)) - \eta(Y, X_1, X_2; \tau_1, \ell_1) + \eta(Y, X_1, X_2; \tau_2, \ell_2)]\}$, $\eta(Y, X_1, X_2; \tau, \ell) = \xi(Y, X_1; \tau, \ell) - \xi(Y, X_2; \tau, \ell)$ and $\xi(Y, X; \tau, \ell)$ is given in Theorem 2.

Let $\hat{\Xi}_n(Y_i, X_{i1}, X_{i2}; \tau, \ell) = \hat{\xi}_n(Y_i, X_{i1}; \tau, \ell) - \hat{\xi}_n(Y_i, X_{i2}; \tau, \ell)$. Next, we estimate the covariance function $\Xi_1(\tau_1, \ell_1; \tau_2, \ell_2)$. Let $\hat{\eta}_n(Y_i, X_{i1}, X_{i2}; \tau, \ell) = \hat{\xi}_n(Y_i, X_{i1}; \tau, \ell) - \hat{\xi}_n(Y_i, X_{i2}; \tau, \ell)$. Theorem 3 states that

$$\sqrt{n}\{[\hat{\eta}_n(Y_i, X_{i1}, X_{i2}; \tau, \ell)] - [\eta(Y_i, X_{i1}, X_{i2}; \tau, \ell)]\} \xrightarrow{w} N(0, \Xi_1)$$

in $\ell^\infty([a,b]^2)$, where $\Xi_1 = \{\eta(Y_i, X_{i1}, X_{i2}; \tau_1, \ell_1) - \eta(Y_i, X_{i1}, X_{i2}; \tau_2, \ell_2)\} \equiv \{E[(\eta(Y_i, X_{i1}, X_{i2}; \tau_1, \ell_1) - \eta(Y_i, X_{i1}, X_{i2}; \tau_2, \ell_2)) - \eta(Y_i, X_{i1}, X_{i2}; \tau_1, \ell_1) + \eta(Y_i, X_{i1}, X_{i2}; \tau_2, \ell_2)]\}$, $\eta(Y_i, X_{i1}, X_{i2}; \tau, \ell) = \hat{\xi}_n(Y_i, X_{i1}; \tau, \ell) - \hat{\xi}_n(Y_i, X_{i2}; \tau, \ell)$. Theorem 4 states that

$$\sqrt{n}\{[\hat{\Xi}_n(Y_i, X_{i1}, X_{i2}; \tau, \ell)] - [\Xi_1(\tau_1, \ell_1; \tau_2, \ell_2)]\} \xrightarrow{w} N(0, \Xi_1)$$

in $\ell^\infty([a,b]^2)$, where $\Xi_1 = \{g_{Y,X_1}(\tau, \ell) - g_{Y,X_2}(\tau, \ell)\} \equiv \{E[(\eta(Y, X_1, X_2; \tau_1, \ell_1) - \eta(Y, X_1, X_2; \tau_2, \ell_2)) - \eta(Y, X_1, X_2; \tau_1, \ell_1) + \eta(Y, X_1, X_2; \tau_2, \ell_2)]\}$, $\eta(Y, X_1, X_2; \tau, \ell) = \xi(Y, X_1; \tau, \ell) - \xi(Y, X_2; \tau, \ell)$ and $\xi(Y, X; \tau, \ell)$ is given in Theorem 2.
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Suppose that we collect a sample \( \{(Y_i, X_i), i = 1, \cdots, n\} \) consisting of \( n \) independent copies of \((Y, X)\), where \( Y \) is the response variable and \( X = (X_1, \cdots, X_p)^T \) is a vector of \( p \) predictors. When the number, \( p \), of predictors is of an exponential order of sample size \( n \), i.e., the so-called ultrahigh dimension, and most of \( p \) predictors are irrelevant, we can use CC as a screener to identify the sparse set of informative predictors. We write \( p_n \) instead of \( p \) to emphasize the dependence on sample size. An empirical estimate for CC between \( Y \) and \( X_j \) is given by

\[
\hat{\rho}_{Y,X_j}(\tau, \iota) = \frac{n^{-1} \sum_{i=1}^n \psi_i(Y_i - F_{Y,n}^{-1}(\tau)) \psi_i(X_{ij} - F_{X_j,n}^{-1}(\iota))}{\sqrt{\tau(1-\tau)(1-\iota)}}.
\] (2.3)

Then, we may select an empirical active set to be

\[
\hat{M}_a = \{ j : |\hat{\rho}_{Y,X_j}(\tau, \iota)| \geq \nu_n, 1 \leq j \leq p_n \}, \tag{2.4}
\]

where \( \nu_n \) is a user-specified threshold parameter that controls the size of finally screened model. Using CC in variable screening can lead to the sure independence screening (SIS) property and this procedure will be abbreviated as CC-SIS.

Denote the true active set by \( M^*_a = \{ j : |\rho_{Y,X_j}(\tau, \iota)| > 0, j = 1, \ldots, p_n \} \). Write \( F_{Y|X}^{-1}(\tau) = \inf\{y : P(Y \leq y|X) \geq \tau\} \), \( u_j = |\rho_{Y,X_j}(\tau, \iota)| \) and \( \hat{u}_j = |\hat{\rho}_{Y,X_j}(\tau, \iota)| \). To establish
the screening consistency, we need the following conditions.

\((C1)\) In a neighbourhood of \(F_{Y}^{-1}(\tau)\), the density \(f_Y(y)\) of \(Y\) is uniformly bounded away from zero and infinity and has bounded derivative. For every \(1 \leq j \leq p_n\), in a neighbourhood of \(F_{X_j}^{-1}(\iota)\), the density \(f_{X_j}(x)\) of \(X_j\) is uniformly bounded away from zero and infinity and has bounded derivative.

\((C2)\) \(\min_{j \in M^*_a} u_j \geq C_0 n^{-\kappa}\) for some \(\kappa > 0\) and \(C_0 > 0\).

**Theorem 3.** (*Screening Property for CC-SIS*) Suppose that the condition \((C1)\) holds,

(i) for any constant \(C > 0\), then there exists some positive constant \(\tilde{c}_1\) such that for sufficiently large \(n\),

\[
P\left(\max_{1 \leq j \leq p_n} |\hat{u}_j - u_j| \geq C n^{-\kappa}\right) \leq 6 p_n \exp(-\tilde{c}_1 n^{1-2\kappa}).
\]

(ii) In addition, if condition \((C2)\) is further satisfied and by choosing \(\nu_n = C_1 n^{-\kappa}\) with \(C_1 \leq C_0/2\), we have

\[
P(M^*_a \subset \hat{M}_a) \geq 1 - 6 s_n \exp(-\tilde{c}_1 n^{1-2\kappa})
\]

for sufficiently large \(n\), where \(s_n = |M^*_a|\) is the cardinality of set \(M^*_a\).

This result implies that the CC-SIS can select all the truly active predictors with an overwhelming probability. The dimensionality can be as high as \(p_n = o(\exp(n^{1-2\kappa}))\), similar to other model-free feature screening methods (e.g. Li et al. (2012a) and Wu and Yin (2013)). Moreover, our result requires less condition on both the predictors and
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the response due to the nonparametric nature. In reality, no moment assumption on the predictors or the response is imposed.

In practice, the threshold parameter $\nu_n$ plays an important role in producing a satisfied model. Small $\nu_n$ value will result in a large number of predictors after screening, which in turn leads to many incorrect positives. Here we consider a data-driven procedure to determine the threshold for the CC-SIS by controlling the false discovery rates (FDR). By Theorem 1, for covariate $j$ such that $\varrho_{Y,X_j}(\tau,\iota) = 0$, it follows that asymptotically, $\sqrt{n}[\hat{\Omega}_1(\tau,\iota;\tau,\iota)]^{-1/2}\hat{\varrho}_{Y,X_j}(\tau,\iota) \sim N(0, 1)$. We can use high-criticism $t$-tests to select variables $\hat{\mathcal{M}}_{a,\delta} = \{j : \sqrt{n}[\hat{\Omega}_1(\tau,\iota;\tau,\iota)]^{-1/2}|\hat{\varrho}_{Y,X_j}(\tau,\iota)| \geq \delta\}$ for a small $\delta > 0$. This controls the FDR $E\{|\hat{\mathcal{M}}_{a,\delta} \cap (\mathcal{M}_a^*)^c|/|\hat{\mathcal{M}}_{a,\delta}^c|\}$ defined by Zhao and Li (2012). The following proposition justifies this FDR procedure.

**Proposition 1.** (FDR Property) Under conditions (C1)-(C2) and the condition of Theorem 1, if we choose $\delta = \Phi^{-1}(1 - \bar{d}_n/(2p_n))$ and $\Phi(\cdot)$ is CDF of standard normal variable and $\bar{d}_n$ is the number of false positives that can be tolerated, then for some constant $c_a > 0$, we have

$$E\left\{\frac{|\hat{\mathcal{M}}_{a,\delta} \cap (\mathcal{M}_a^*)^c|}{|(\mathcal{M}_a^*)^c|}\right\} \leq \frac{\bar{d}_n}{p_n} + \frac{c_a}{\sqrt{n}}.$$
3. Copula-based Partial Correlation and Variable Screening

3.1 Copula-based Partial Correlation, CPC

To facilitate a joint screening procedure (Ma et al. (2017)), we define a copula-based partial correlation (CPC) for $Y$ and $X$ conditional on a $q$-dimensional random vector $Z$ as

$$
\varrho_{Y,X|Z}(\tau,\iota) = \frac{E\{\psi_{\tau}(Y - Z^T\alpha^0)\psi_{\iota}(X - Z^T\theta^0)\}}{\sqrt{\tau(1 - \tau)\iota(1 - \iota)}},
$$

(3.1)

where $\alpha^0 = \arg\min_{\alpha} E\{\rho_\tau(Y - Z^T\alpha)\}$ and $\theta^0 = \arg\min_{\theta} E\{\rho_\iota(X - Z^T\theta)\}$ and $\rho_w(u) = u[w - I(u \leq 0)]$ for $w = \tau$ or $\iota$. Note that this implies that $Z^T\alpha^0 = F_{Y|Z}^{-1}(\tau)$ and $Z^T\theta^0 = F_{X|Z}^{-1}(\iota)$. Parameters $\alpha$ and $\theta$ can be interpreted as the marginal increment on conditional quantiles of $Y$ and $X$ given $Z$, respectively, when increasing by a unit of $Z$. CPC is actually the CC between $Y$ and $X_j$ after removing the confounding effects of $Z$. Linear partial correlation has been widely used in regression diagnostics and describes the association of the response and predictor conditional on specifical values of other predictors. The unconditional $\varrho_{Y,X}(\tau,\iota)$ value may be spurious due to lurking variables and does not necessarily imply the same $\varrho_{Y,X|Z}(\tau,\iota)$ value conditional on $Z$. Our copula based version is relatively more robust for real data analysis. The CC is a special case of CPC when $Z$ is a constant.

With sample observations $\{(Y_i, X_i, Z_i), i = 1, \ldots, n\}$, we can obtain the following estimate of $\varrho_{Y,X|Z}(\tau,\iota)$. Let $\hat{\alpha} = \arg\min_{\alpha} \frac{1}{n} \sum_{i=1}^{n} \rho_\tau(Y_i - Z_i^T\alpha)$ and $\hat{\theta} = \arg\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} \rho_\iota(X_i - \ldots$
Let $\Theta_i$. Both can be obtained from a quantile regression straightforwardly. An empirical estimator for $\varrho_{Y,X|Z}(\tau, \iota)$ is

$$
\hat{\varrho}_{Y,X|Z}(\tau, \iota) = \frac{1}{n-1} \sum_{i=1}^{n} \psi_\tau(Y_i - Z_i^T \bar{\alpha}) \psi_\iota(X_i - Z_i^T \bar{\theta}).
$$

To study the asymptotic property of $\hat{\varrho}_{Y,X|Z}(\tau, \iota)$, we denote

$$
\Delta_{11} = E\{f_{Y|Z}(Z^T \alpha^0)ZZ^T\}, \quad \Delta_{12} = E\{F_{X|Z,Y=Z^T \alpha^0}(Z^T \theta^0)f_{Y|Z}(Z^T \alpha^0)Z\},
$$

$$
\Delta_{21} = E\{F_{Y|Z,X=Z^T \theta^0}(Z^T \alpha^0)f_{X|Z}(Z^T \theta^0)Z\}, \quad \Delta_{22} = E\{f_{X|Z}(Z^T \theta^0)ZZ^T\},
$$

$$
\Sigma_{11} = E\{F_{Y|Z}(Z^T \alpha^0, Z^T \theta^0)\}[1 - E\{F_{Y,X|Z}(Z^T \theta^0)\}],
$$

$$
\Sigma_{12} = E\{F_{Y,X|Z}(Z^T \alpha^0, Z^T \theta^0)Z\}, \quad \Sigma_{23} = E\{\psi_\tau(Y - Z^T \alpha^0)\psi_\iota(X - Z^T \theta^0)ZZ^T\}, \quad \Sigma_{33} = E\{\psi_\iota^2(X - Z^T \theta^0)ZZ^T\}.
$$

where $\alpha^0$ and $\theta^0$ are defined in (3.1). We have the following asymptotic result.

**Theorem 4.** Let $0 < a < b < 1$. Suppose that $\Delta_{11}$ and $\Delta_{22}$ are uniformly positive definite matrices in $\tau$ and $\iota$, and there exists a constant $\pi > 0$ such that $f_{Y|Z}(Z^T \alpha^0 + \cdot)$, $f_{Y,X}(Z^T \alpha^0 + \cdot)$, $f_{X,Y}(Z^T \theta^0 + \cdot)$ and $f_{X|Z}(Z^T \theta^0 + \cdot)$ are uniformly integrable on $[-\pi, \pi]$ and uniformly bounded away from zero and infinity in $\tau$ and $\iota$. Then

$$
\sqrt{n}\{\hat{\varrho}_{Y,X|Z}(\tau, \iota) - \varrho_{Y,X|Z}(\tau, \iota)\} \overset{w}{\sim} \Xi_{Y,X|Z}(\tau, \iota)
$$

in $\ell^\infty([a, b]^2)$, where $\Xi_{Y,X|Z}(\tau, \iota)$ is Gaussian process with mean zero and covariance function $\Omega_z(\tau_1, \iota_1; \tau_2, \iota_2) = E\{[\zeta(Y, X, Z; \tau_1, \iota_1) - E\{\zeta(Y, X, Z; \tau_1, \iota_1)\}] \times [\zeta(Y, X, Z; \tau_2, \iota_2) - E\{\zeta(Y, X, Z; \tau_2, \iota_2)\}]\}$ and $\zeta(Y, X, Z; \tau, \iota) = [I(Y \leq Z^T \alpha^0, X \leq Z^T \theta^0) - \Delta_{11}^{-1}\Delta_{22}^T I(Y \leq Z^T \alpha^0)Z - \Delta_{21}^{-1} \Delta_{22}^{-1} I(X \leq Z^T \theta^0)Z] / \sqrt{(1-\tau)\iota(1-\iota)}$. 
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If \( Z \equiv 1 \), in another word, there is no conditional variable available, the asymptotic distribution in Theorem 3 reduces to that in Theorem 1. The above result implies that for a fixed pair \((\tau, \iota)\), if \( \varrho_{Y\mid X\mid Z}(\tau, \iota) = 0 \), then \( \sqrt{n} \varrho_{Y\mid X\mid Z}(\tau, \iota) \xrightarrow{d} N(0, \Omega_2) \), where \( \Omega_2 \equiv \Omega_2(\tau, \iota; \tau, \iota) = E\{[\zeta(Y, X, Z; \tau, \iota) - E\zeta(Y, X, Z; \tau, \iota)]^2\} = \frac{1}{\tau(1-\tau)(1-\iota)}[\Sigma_{11} + \Delta_{12}^{-1}\Sigma_{22}\Delta_{11}^{-1}\Delta_{12} + \Delta_{21}^{-1}\Sigma_{33}\Delta_{22}^{-1}\Delta_{21} - 2(1-\tau)\Delta_{12}^{-1}\Sigma_{12} - 2(1-\iota)\Delta_{22}^{-1}\Sigma_{12} + 2\Delta_{12}^{-1}\Sigma_{23}\Delta_{22}^{-1}\Delta_{21}] \).

This theorem can be used for statistical inference if we can find a consistent estimate of \( \Omega_2 \). To this end, let \( e_1^* = Y - Z^T\alpha^0 \) and \( e_2^* = X - Z^T\theta^0 \) and assume that the random vectors \((e_1^*, Z, X)\) and \((e_2^*, Z, Y)\) have joint densities \( f_{e_1^*Z,X} \) and \( f_{e_2^*Z,Y} \), respectively. Denote by \( f_{e_1^*}, f_{e_2^*}, f_{e_1^*|Z}, f_{e_1^*|Z,X}, f_{e_2^*|Z} \) and \( f_{e_2^*|Z,Y} \) the marginal densities of \( e_1^* \) and of \( e_2^* \), the conditional densities of \( e_1^* \) given \( Z \) and \((Z, X)\) and of \( e_2^* \) given \( Z \) and \((Z, Y)\), respectively. Then, it can be verified that \( \Delta_{11} = E\{f_{e_1^*|Z}(0)ZZ^T\} = f_{e_1^*}(0)E\{ZZ^T|e_1^* = 0\} \) and, similarly, \( \Delta_{12} = f_{e_1^*}(0)E\{I(X \leq Z^T\theta^0)Z|e_1^* = 0\} \), \( \Delta_{21} = f_{e_2^*}(0)E\{I(Y \leq Z^T\alpha^0)Z|e_2^* = 0\} \) and \( \Delta_{22} = f_{e_2^*}(0)E\{ZZ^T|e_2^* = 0\} \). To estimate these quantities, we first calculate the quantile regression estimates \( \hat{\alpha} \) and \( \hat{\theta} \) and then obtain the corresponding quantile residuals \( \hat{e}_{1i} = Y_i - Z_i^T\hat{\alpha} \) and \( \hat{e}_{2i} = X_i - Z_i^T\hat{\theta} \) for \( i = 1, \ldots, n \). Next, we provide an estimate for \( \Delta_{12} \) and the estimates for \( \Delta_{11}, \Delta_{21} \) and \( \Delta_{22} \) can be obtained similarly. We can use nonparametric NW estimate used in estimating \( \sigma_{X|Y}(\tau, \iota) \) and \( \sigma_{Y|X}(\tau, \iota) \) in Section 2.1 to obtain estimates for each component of \( \mathbf{m}(s) = E\{I(X \leq Z^T\theta^0)Z|e_1^* = s\} \) using the data \( \{(\hat{e}_{1i}, I(X_i \leq Z_i^T\hat{\theta})Z_i), i = 1, \ldots, n\} \), and denote it by \( \hat{\mathbf{m}}(s) \). Then we obtain \( \hat{\Delta}_{12} = \hat{f}_{e_1^*}(0)\hat{\mathbf{m}}(0) \), where \( \hat{f}_{e_1^*}(0) \) is a nonparametric kernel density estimate for
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$f_{\epsilon_1^i}(0)$ in $\Delta_{12}$ based on $\{\hat{\epsilon}_i^*, i = 1, \ldots, n\}$. It can be shown that such $\Delta_{12}$ is consistent under some regularity conditions. For other unknown terms involved in $\Omega_2$, we have

$$\hat{\Sigma}_{11} = n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_i \leq Z_i^T \hat{\theta}) - [n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_i \leq Z_i^T \hat{\theta})]^2, \quad \hat{\Sigma}_{22} = n^{-1} \sum_{i=1}^{n} \psi_i^2(Y_i - Z_i^T \hat{\alpha})Z_iZ_i^T, \quad \hat{\Sigma}_{33} = n^{-1} \sum_{i=1}^{n} \psi_i^2(X_i - Z_i^T \theta)Z_iZ_i^T, \quad \hat{\Sigma}_{12} = n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_i \leq Z_i^T \hat{\theta})Z_iZ_i^T.$$

Using the plug-in approach, a consistent estimate of $\Omega_2$ is thus obtained and denoted by $\hat{\Omega}_2$.

The next theorem can be used to test whether $\psi_{\tau,\iota}(Y,X|Z) = \rho_{\tau,\iota}(Y,X|Z)$ for two different random variables $X_1$ and $X_2$. Write $\theta^0_k = \arg\min_{\theta} E\{\rho_{\iota}(X_k - Z^T \theta)\}$ for $k = 1, 2$ and let $\Delta_{12}^{(k)}$ be $\Delta_{12}$, where the involved $X$ and $\theta^0$ are replaced by $X_k$ and $\theta^0_k$, respectively, for $k = 1, 2$. In the same manner, we can define $\Delta_{21}^{(k)}, \Delta_{22}^{(k)}, \Sigma_{11}^{(k)}, \Sigma_{33}^{(k)}, \Sigma_{12}^{(k)}, \Sigma_{23}^{(k)}$ and, accordingly, $\Omega_2^{(k)}$ with $k = 1, 2$. In addition, we write $\Delta_{31} = E\{F_{Y,X_1,X_2|Z}(Z^T \alpha^0, Z^T \theta^0_1, Z^T \theta^0_2)\} - E\{F_{Y,X_1|Z}(Z^T \alpha^0, Z^T \theta^0_1)\} E\{F_{Y,X_2|Z}(Z^T \alpha^0, Z^T \theta^0_2)\}$, $\Delta_{32} = E\{F_{Y,X_1,X_2|Z}(Z^T \alpha^0, Z^T \theta^0_1, Z^T \theta^0_2)\}$ and $\Delta_{33} = E\{\psi_i(X_1 - Z^T \theta^0_1)\} E\{\psi_i(X_2 - Z^T \theta^0_2)\}$. 

**Theorem 5.** Let $0 < a < b < 1$. Suppose that matrices $\Delta_{11}$ and $\Delta_{22}^{(k)}, k = 1, 2$, are uniformly positive definite in $\tau$ and $\iota$, and there exists a constant $\pi > 0$ such that $f_{Y|Z}(Z^T \alpha^0 + \cdot), f_{Y|X_k}(Z^T \alpha^0 + \cdot), f_{X_k|Y}(Z^T \theta^0 + \cdot)$ and $f_{X_k|Z}(Z^T \theta^0 + \cdot)$ are uniformly integrable on $[-\pi, \pi]$ for $k = 1, 2$ and uniformly bounded away from zero and infinity in $\tau$ and $\iota$. Then

$$\sqrt{n}\{[\bar{\rho}_{Y,X_1|Z}(\tau, \iota) - \rho_{Y,X_2|Z}(\tau, \iota)] - [\varrho_{Y,X_1|Z}(\tau, \iota) - \varrho_{Y,X_2|Z}(\tau, \iota)]\} \overset{w}{\sim} \mathbb{G}_{Y,X_1,X_2|Z}(\tau, \iota)$$

in $\ell^\infty([a, b]^2)$, where $\mathbb{G}_{Y,X_1,X_2|Z}(\tau, \iota)$ is Gaussian process with mean zero and covariance
function \( \Xi_2(\tau_1, \epsilon_1; \tau_2, \epsilon_2) \equiv E[[\beta(Y, X_1, X_2; Z; \tau_1, \epsilon_1)] - E[\beta(Y, X_1, X_2; Z; \tau_1, \epsilon_1)] \times [\beta(Y, X_1, X_2; Z; \tau_2, \epsilon_2) - E[\beta(Y, X_1, X_2; Z; \tau_2, \epsilon_2)]] \) and \( \beta(Y, X_1, X_2; Z; \tau, \epsilon) = \zeta(Y, X_1; Z; \tau, \epsilon) - \zeta(Y, X_2; Z; \tau, \epsilon), \) where \( \zeta(Y, X_1, Z; \tau, \epsilon) \) is given in Theorem 4.

For fixed \((\tau, \epsilon)\), if \( \varrho_{\tau, \epsilon}(Y, X_1|Z) = \varrho_{\tau, \epsilon}(Y, X_2|Z) \), then \( \sqrt{n}[\hat{\beta}_{Y,X_1}|z(\tau, \epsilon) - \hat{\varrho}_{Y,X_2}|z(\tau, \epsilon)] \to N(0, \Xi_2) \), where \( \Xi_2 \equiv \Xi_2(\tau, \epsilon; \tau, \epsilon) = \Omega^{(1)}_2 + \Omega^{(2)}_2 - 2B_{12} \) and \( B_{12} \equiv B_{12}(\tau, \epsilon) = \frac{1}{\tau(1-\tau)(1-\epsilon)\epsilon}[\Delta_{31} - (1-\tau)(\Delta_{12}^{(1)})^T \Delta_{12}^{-1} \Sigma_{12}^{(1)} - (1-\tau)(\Delta_{12}^{(1)})^T \Delta_{12}^{-1} \Sigma_{12}^{(2)} + (\Delta_{12}^{(1)})^T \Delta_{12}^{-1} \Sigma_{22} \Delta_{12}^{-1} \Delta_{22}^{(2)} + (\Delta_{12}^{(1)})^T \Delta_{12}^{-1} \times \Sigma_{23} \Delta_{21}^{-1} \Delta_{22}^{(2)}] + (\Delta_{21}^{(1)})^T (\Delta_{22}^{(1)})^{-1} \Delta_{23}^{(1)} \Delta_{32}^{(2)} + (\Delta_{21}^{(1)})^T (\Delta_{22}^{(1)})^{-1} \Sigma_{23}^{(1)} \Delta_{12}^{-1} \Delta_{32}^{(2)} + (\Delta_{21}^{(1)})^T (\Delta_{22}^{(1)})^{-1} (\epsilon \Sigma_{12}^{(1)} - \Delta_{32}^{(1)}) + (\Delta_{21}^{(1)})^T (\Delta_{22}^{(1)})^{-1} \Delta_{33}^{(2)} \Delta_{22}^{-1} \Delta_{22}^{(2)}]. \) Given a sample of observations \( \{(Y_i, X_{i1}, X_{i2}, Z_i), i = 1, \ldots, n\} \), the asymptotic variance \( \Xi_2 \) can be estimated as \( \hat{\Xi}_2 = \hat{\Omega}_2^{(1)} + \hat{\Omega}_2^{(2)} - 2\hat{B}_{12} \), where \( \hat{\Omega}_2^{(1)} \) and \( \hat{\Omega}_2^{(2)} \) are defined as \( \hat{\Omega}_2 \) given above. To obtain the estimate \( \hat{B}_{12} \), we only need to estimate \( \hat{\Delta}_{31}, \hat{\Delta}_{32} \) and \( \hat{\Delta}_{33} \) since the rest of unknown quantities involved in \( B_{12} \) can be estimated using the previous methods. To be specific, we can use the following estimates:

\[
\hat{\Delta}_{31} = n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_{i1} \leq Z_i^T \hat{\theta}_1, X_{i2} \leq Z_i^T \hat{\theta}_2) - [n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_{i1} \leq Z_i^T \hat{\theta}_1, X_{i2} \leq Z_i^T \hat{\theta}_2) - [n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_{i2} \leq Z_i^T \hat{\theta}_2)]] \\
\hat{\Delta}_{32} = n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_{i1} \leq Z_i^T \hat{\theta}_1, X_{i2} \leq Z_i^T \hat{\theta}_2) - [n^{-1} \sum_{i=1}^{n} I(Y_i \leq Z_i^T \hat{\alpha}, X_{i2} \leq Z_i^T \hat{\theta}_2)Z_i, \hat{\Delta}_{33} = n^{-1} \sum_{i=1}^{n} \psi(X_{i1} - Z_i^T \hat{\theta}_1)\psi(X_{i2} - Z_i^T \hat{\theta}_2)Z_i^T Z_i, where \( \hat{\theta}_k = \arg\min_{\theta_k} n^{-1} \sum_{i=1}^{n} \rho_k(X_{ik} - Z_i^T \theta_k), k = 1, 2. \)
\]

3.2 CPC-based Variable Screening

We may now propose a joint robust screening using the CPC. There are two practical scenarios to favor joint screening over marginal screening. First, very often we may acquire low-dimensional variables \( W \in \mathbb{R}^r \) in addition to ultrahigh dimensional covariates.
For example, when studying the relationship between a disease phenotype $Y$ and genetic variables $X$, we may also have patient demographical information or environmental variables and include them in $W$. Consequently, we have a data set $\{(Y_i, X_i, W_i), i = 1, \ldots, n\}$. Second, even if there is no external variable $W$, it may still be necessary to consider a joint screening by removing the effects from correlated components in $X$. For instance, some covariates, $X_{S_j}$, may be closely correlated to $X_j$ and influence the observed correlation between $Y$ and $X_j$ indirectly, where $S_j$ is a subset of $\{1, \ldots, p_n\} \setminus \{j\}$. Ma et al. (2017) also considered a set $S_j$ which is referred to as a conditional set with relatively small size ($< n$). To account for both scenarios, we may consider the conditional variables $Z = (W^T, X_j^T)^T$ in this paper. We allow that the conditional variables $Z$ to differ with $j$. However, for simplicity of presentation, we still use $Z$ instead of $Z_j$, and we denote by $q_n$ the dimension of $Z$. In principle, we only need $q_n = \max_{1 \leq j \leq p_n}(r + |S_j|)$ for sure screening. In practice, we may select a proper $S_j$ as follows: Treat $X_j$ as the response and $X_{-j} = \{X_k, k \neq j, 1 \leq k \leq p_n\}$ as the predictors and then apply any sensible marginal screening method such as the CC-SIS to pick out the top $\ell$ most important predictors and set them as the conditional variables.

For ultrahigh dimensional covariates $X = (X_1, \ldots, X_{p_n})^T$, we can define CPC between $Y$ and the $j$th covariate $X_j$ given $Z$ in the same way as in (3.1), namely,

$$
\varrho_{Y,X_j|Z}(\tau, \iota) = \frac{E\{\psi_\tau(Y - Z^T\alpha^0)\psi_\iota(X_j - Z^T\theta^0_j)\}}{\sqrt{\tau(1-\tau)\iota(1-\iota)}},
$$

(3.1)

where $\alpha^0 = \arg\min_{\alpha} E\{\rho_\tau(Y - Z^T\alpha)\}$ and $\theta^0_j = \arg\min_{\theta_j} E\{\rho_\iota(X_j - Z^T\theta_j)\}$. As in (3.2),
a sample estimate for $\varrho_{Y,X_j|Z}(\tau, \iota)$ can be given as

$$
\hat{\varrho}_{Y,X_j|Z}(\tau, \iota) = \frac{n^{-1} \sum_{i=1}^{n} \psi_\tau(Y_i - Z_i^T \hat{\alpha}) \psi_\iota(X_{ij} - Z_i^T \hat{\theta}_j)}{\sqrt{\tau(1-\tau)\iota(1-\iota)}},
$$

(3.2)

where $\hat{\alpha} = \arg\min_\alpha \frac{1}{n} \sum_{i=1}^{n} \rho_\tau(Y_i - Z_i^T \alpha)$ and $\hat{\theta}_j = \arg\min_{\theta_j} \frac{1}{n} \sum_{i=1}^{n} \rho_\iota(X_{ij} - Z_i^T \theta_j)$. The CPC screening yields the following empirical active set:

$$
\hat{M}_b = \{ j : |\hat{\varrho}_{Y,X_j|Z}(\tau, \iota)| \geq v_n, 1 \leq j \leq p \},
$$

(3.3)

where $v_n$ is a user-specified threshold parameter. We refer to this sure independence screening procedure as CPC-SIS. Clearly, CPC-SIS extends earlier conditional sure independence screening such as Barut et al. (2016).

Let $M^*_b = \{ j : |\varrho_{Y,X_j|Z}(\tau, \iota)| > 0, j = 1, \ldots, p \}$ be the true active set. We write $F_{Y|X,W}^{-1}(\tau) = \inf\{ y : P(Y \leq y|X, W) \geq \tau \}$. For simplicity, we still use $u_j = |\varrho_{Y,X_j|Z}(\tau, \iota)|$ and $\hat{u}_j = |\hat{\varrho}_{Y,X_j|Z}(\tau, \iota)|$ to denote the underlying and empirical CPC utilities, respectively.

To establish the sure screening property, we need the following conditions, which are very mild and similarly imposed in Ma et al. (2017).

1. (i) The conditional density $f_{Y|Z=z}(y)$ of $Y$ given $Z = z$ satisfies the Lipschitz condition of order 1 and $f_{Y|Z=z}(y) > 0$ for any $y$ in a neighborhood of $Z^T \alpha^0 = z^T \alpha^0$. (ii) For every $1 \leq j \leq p$, the conditional density $f_{X_j|Z=z}(x)$ of $X_j$ given $Z = z$ satisfies the Lipschitz condition of order 1 and $f_{X_j|Z=z}(x) > 0$ for any $x$ in a neighborhood of $Z^T \theta^0 = z^T \theta^0$.  

2.  

3.  

(D2) (i) There exist some finite constants $m_1, m_2$ and $m_3$ such that
\[
\max_{i,j} |Z_{ij}| \leq m_1, \quad \max_i |Z_i^T \alpha^0| \leq m_2, \quad \max_{i,j} |Z_i^T \theta_j^0| \leq m_3.
\]

(ii) There exist two positive finite constants $c_{\text{min}}$ and $c_{\text{max}}$ such that
\[
c_{\text{min}} \leq \lambda_{\text{min}}(E(ZZ^T)) \leq \lambda_{\text{max}}(E(ZZ^T)) \leq c_{\text{max}},
\]
where $\lambda_{\text{min}}(E(ZZ^T))$ and $\lambda_{\text{max}}(E(ZZ^T))$ stand for the minimum and maximum eigenvalues of $E(ZZ^T)$, respectively.

(D3) $\min_{j \in M_b^*} u_j \geq C_0^* n^{-\kappa}$ for some $\kappa > 0$ and $C_0^* > 0$.

**Theorem 6. (Screening Property for CPC-SIS)** Suppose that the conditions (D1) and (D2) hold,

(i) for any constant $C > 0$, then there exists some positive constant $\tilde{c}^*_1$ such that for sufficiently large $n$,
\[
P\left( \max_{1 \leq j \leq p_n} |\tilde{u}_j - u_j| \geq C n^{-\kappa} \right) \leq 12 p_n \exp\left( -\tilde{c}^*_1 q_n^{-1} n^{1-2\kappa} \right).
\]

(ii) In addition, if condition (D3) is further satisfied and by choosing $v_n = C_2 n^{-\kappa}$ with $C_2 \leq C_0^*/2$, we have
\[
P(\mathcal{M}_b^* \subset \hat{\mathcal{M}}_b) \geq 1 - 12 s_n \exp\left( -\tilde{c}^*_1 q_n^{-1} n^{1-2\kappa} \right)
\]
for sufficiently large $n$, where $s_n = |\mathcal{M}_b^*|$.

When conditional variables are available, our proposed CPC-SIS method can handle the dimensionality of order $p_n = o\left(\exp(q_n^{-1} n^{1-2\kappa})\right)$. If $q_n = O(1)$, then the dimension can
be as high as $o(n^{1-2\kappa})$, the same order as that of the CC-SIS. Moreover, the proposed CPC-SIS can be readily used for the ultrahigh dimensional data as long as $q_n = o(n^{1-2\kappa})$.

As in Section 2.2, we can determine a proper $\nu_n$ by controlling FDR. By Theorem 4, for covariate $j$ such that $\varrho_{Y,X|Z}(\tau,\iota) = 0$, we have $\sqrt{n}\hat{\Omega}^{-1/2}\hat{\varrho}_{Y,X|Z}(\tau,\iota) \sim N(0,1)$ asymptotically. Then, we select variables $\hat{\mathcal{M}}_{b,\delta} = \{j : \sqrt{n}\hat{\Omega}^{-1/2}\hat{\varrho}_{Y,X|Z}(\tau,\iota) \geq \delta\}$ for a small $\delta > 0$, which controls the FDR $E\{\hat{\mathcal{M}}_{b,\delta} \cap (\mathcal{M}_b^*)^c/|\mathcal{M}_b^*|^c\}$.

**Proposition 2.** *(FDR Property)* Under conditions (D1)-(D3) and the condition of Theorem 4, if we choose $\delta = \Phi^{-1}(1 - \bar{d}_n/(2p_n))$ and $\Phi(\cdot)$ and $\bar{d}_n$ are the same as those in Proposition 1, then for some constant $c_b > 0$, we have

$$E\left\{\frac{|\hat{\mathcal{M}}_{b,\delta} \cap (\mathcal{M}_b^*)^c|}{|(\mathcal{M}_b^*)^c|}\right\} \leq \frac{\bar{d}_n}{p_n} + \frac{c_b}{\sqrt{n}}.$$ 

### 4. Implementation of CPC-SIS

For the implementation of CPC-SIS, we consider three practical types of conditional variables in the following.

**Case 1.** If $W$ is not available, we consider the conditional variables from $X$ itself for each $X_j$, namely, $Z = X_{S_j}$ for $j = 1, \ldots, p_n$. We start with an empty active set $\mathcal{A}^{(0)} = \emptyset$.

- **Step 1.** For $j = 1, \ldots, p_n$, select confounding sets $S_j$’s via the partial correlation based consequential test *(Ma et al. (2017))*. 

- **Step 2.** In the $k$th iteration, where $k = 1, \ldots, d^*$ and $d^* = \lfloor 2(n/\log n)^{1/2} \rfloor$, for given $\mathcal{A}^{(k-1)}$, we update $S_j = \mathcal{A}^{(k-1)} \cup S_j^*$ and then find the variable index $j^*$ such that
\[ j^* = \arg\max_{j \not\in A^{(k-1)}} |\widehat{\gamma}_{Y,X_j}|(\tau, \iota)|. \text{ Update } A^{(k)} = A^{(k-1)} \cup \{j^*\}. \]

- **Step 3.** In the \( k \)th iteration, where \( k = d^* + 1, \ldots, d_n \), we set \( \mathcal{S}_j = A^{(d^*)} \cup \mathcal{S}_{j'} \) and then find \( j^* = \arg\max_{j \not\in A^{(k-1)}} |\widehat{\gamma}_{Y,X_j}|(\tau, \iota)|. \text{ Update } A^{(k)} = A^{(k-1)} \cup \{j^*\}. \text{ Use } A^{(d_n)} \equiv \widehat{\mathcal{M}}_b \) as the final set of selected covariates.

It is worth noting that the main difference between Steps 2 and 3 is that for Step 2, the conditional set is updated gradually via adding one selected index variable in the first \( d^* \) iterations, while for Step 3 the conditional set keeps intact in the last \( d_n - d^* \) iterations.

**Case 2.** If \( \mathbf{W} \) is available, we consider the same conditional variables for each target \( X_j \), namely, \( Z = \mathbf{W} \) for \( j = 1, \ldots, p_n \).

- **Step 1.** For \( j = 1, \ldots, p_n \), compute the CPC utility statistics \( \widehat{U}_j = |\widehat{\gamma}_{Y,X_j}|(\tau, \iota)|. \)

- **Step 2.** Rank the covariates in terms of their \( \widehat{U}_j \)'s in a decreasing order and then select the top \( d_n \) covariates as the final set of selected covariates.

**Case 3.** If \( \mathbf{W} \) is available, we slightly modify the algorithm in Case 1. The steps are the same as those in Case 1 only except that we consider the conditional variables \( Z = (\mathbf{W}^T, \mathbf{X}_S^T)^T \) in each iteration for \( 1 \leq k \leq d_n \) for each step.

We remark that Case 1 only utilises the confounding information from covariates \( \mathbf{X} \) itself while Case 2 incorporates the exogenous conditional information but ignores the confounding effect from \( \mathbf{X} \) itself. Case 3 is the most flexible version incorporating all types of covariate information. We will implement Case 3 for the real data analysis in this paper.
5. Numerical Studies

5.1 Simulation Studies

In this section, we only present simulation studies to illustrate the finite sample performances of the proposed screening procedure CPC-SIS. Due to the limit of space, more simulation studies related to CC and CPC estimates and their corresponding asymptotic variance estimates for small, moderate and large sample sizes can be found in the Appendix C in the online supplementary material. The results from Examples S1-S4 of the Appendix C reflect the effectiveness of Theorems 1, 2, 4 and 5.

Throughout this subsection, we set the sample size \( n = 200 \), the covariate dimension \( p_n = 1000 \), and the number of simulations \( N = 200 \) for each simulation setup. Moreover, for the purpose of comparison, we use three criteria for evaluation: the first criterion is the minimum model size (MMS), namely, the smallest number of the selected covariates that contain all the active covariates, and its robust standard deviation (RSD); the second is the rank for each active covariates (\( R_j \)); and the third is the proportion of all the active covariates being selected (\( P \)) with the screening threshold specified as \( \lfloor n / \log n \rfloor \) over \( N \) simulations. We report the median of MMS and \( R_j \).

We have compared our CC-SIS method with a few existing methods: SIS (Fan and Li (2008)), SIRS (Zhu et al. (2011)), DC-SIS (Li et al. (2012b)), Kendall-SIS (Li et al. (2012a)), QC-SIS (Li et al. (2015)) and CQC-SIS (Ma and Zhang (2016)) in Example S5 in the Appendix C. Moreover, we have compared our CPC-SIS procedure in Example S6
in the Appendix C with these marginal screening methods as well as the QPC-SIS by [Ma et al. (2017)], where confounding effects arise from covariates \( X \) and we employ the algorithm in Case 1 given in Section 4 in order to compare with the QPC-SIS.

In what follows, we examine the case of \( Z = W \). Because conditional variables selected for each \( X_j \) are the same, so we can apply our CPC-SIS with the algorithm in Case 2 and compare with the QPC-SIS of [Ma et al. (2017)].

**Example 1.** We generate the response from the model

\[
Y = 2X_1 + 2X_2 - 4X_3 + 3X_4 + \varepsilon,
\]

where \( X_j = W_j^T b + U_j \), \( W \) is distributed as \( N(0, \Sigma) \) with \( \Sigma = (\rho_{ij-kj})_{1\leq j,k\leq 4} \), \( b = (2, 4/3, 2, 4/3)^T \) and \( U_j \sim \frac{1}{3} Cauchy(0, 1) \) for \( j = 1, \ldots, p_n \). The model error \( \varepsilon \) is simulated as \( N(0, 1) \) or \( \frac{1}{3} Cauchy(0, 1) \). The simulation results are given in Table I. As expected, we can see that all the marginal screening procedures fail to work since they are unable to identify the covariate \( X_3 \). Our proposed CPC-SIS outperforms QPC-SIS in terms of MMS and both work better than all the marginal procedures.

Furthermore, according to one reviewer’s suggestion, we may consider the feature screening in terms of hypothesis testing. According to [Chang et al. (2013)] and [Chang et al. (2016)], viewing feature screening problem as a hypothesis testing problem can efficiently avoid the effect of heteroscedasticity in the estimators of the correlations. This is very important when sample size \( n \) is small. For a further comparison, we also implement the testing based screening procedure (named as T-SIS), which is given in the Appendix B of the online supplementary material. Since the previous simulation results show that our proposed CC-SIS outperforms many existing marginal variable screening methods, we
Table 1: Simulation results for Example 1, where $R_j$ indicates the median of the rank of the relevant predictors and MMS stands for the median of the minimum model size and its robust standard deviations (RSD) are given in parenthesis.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>Method($\tau, \iota$)</th>
<th>$e \sim N(0, 1)$</th>
<th>$e \sim \frac{1}{2} \text{Cauchy}(0, 1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td></td>
<td>$R_1$</td>
<td>$R_2$</td>
</tr>
<tr>
<td>SIS</td>
<td>12</td>
<td>12</td>
<td>377</td>
</tr>
<tr>
<td>SIRS</td>
<td>192</td>
<td>215</td>
<td>910</td>
</tr>
<tr>
<td>DC-SIS</td>
<td>336</td>
<td>305</td>
<td>511</td>
</tr>
<tr>
<td>Kendall-SIS</td>
<td>2</td>
<td>2</td>
<td>997</td>
</tr>
<tr>
<td>CC-SIS(0.25,0.25)</td>
<td>3</td>
<td>3</td>
<td>841</td>
</tr>
<tr>
<td>CC-SIS(0.5,0.5)</td>
<td>3</td>
<td>4</td>
<td>886</td>
</tr>
<tr>
<td>CC-SIS(0.75,0.75)</td>
<td>3</td>
<td>3</td>
<td>817</td>
</tr>
<tr>
<td>QC-SIS(0.25)</td>
<td>183</td>
<td>249</td>
<td>713</td>
</tr>
<tr>
<td>QC-SIS(0.5)</td>
<td>269</td>
<td>241</td>
<td>672</td>
</tr>
<tr>
<td>QC-SIS(0.75)</td>
<td>223</td>
<td>174</td>
<td>701</td>
</tr>
<tr>
<td>QPC-SIS(0.25)</td>
<td>6</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>QPC-SIS(0.5)</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>QPC-SIS(0.75)</td>
<td>5</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>CPC-SIS(0.25,0.25)</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>CPC-SIS(0.5,0.5)</td>
<td>5</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>CPC-SIS(0.75,0.75)</td>
<td>5</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>0.95</td>
<td></td>
<td>$R_1$</td>
<td>$R_2$</td>
</tr>
<tr>
<td>SIS</td>
<td>5</td>
<td>9</td>
<td>538</td>
</tr>
<tr>
<td>SIRS</td>
<td>190</td>
<td>231</td>
<td>894</td>
</tr>
<tr>
<td>DC-SIS</td>
<td>441</td>
<td>303</td>
<td>508</td>
</tr>
<tr>
<td>Kendall-SIS</td>
<td>2</td>
<td>3</td>
<td>991</td>
</tr>
<tr>
<td>CC-SIS(0.25,0.25)</td>
<td>3</td>
<td>4</td>
<td>806</td>
</tr>
<tr>
<td>CC-SIS(0.5,0.5)</td>
<td>3</td>
<td>4</td>
<td>831</td>
</tr>
<tr>
<td>CC-SIS(0.75,0.75)</td>
<td>3</td>
<td>4</td>
<td>804</td>
</tr>
<tr>
<td>QC-SIS(0.25)</td>
<td>326</td>
<td>225</td>
<td>624</td>
</tr>
<tr>
<td>QC-SIS(0.5)</td>
<td>400</td>
<td>244</td>
<td>597</td>
</tr>
<tr>
<td>QC-SIS(0.75)</td>
<td>312</td>
<td>168</td>
<td>650</td>
</tr>
<tr>
<td>QPC-SIS(0.25)</td>
<td>5</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>QPC-SIS(0.5)</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>QPC-SIS(0.75)</td>
<td>5</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>CPC-SIS(0.25,0.25)</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>CPC-SIS(0.5,0.5)</td>
<td>5</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>CPC-SIS(0.75,0.75)</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
</tbody>
</table>

just compare our CC-SIS with the above T-SIS procedure and the maximum CC based sure independence screening (mCC-SIS) procedure described in Section 6 by Examples S7 and S8 given in the Appendix C in the online supplementary file. The simulation results obtained there show that our proposed CC-SIS performs best at the median level of $(\tau, \iota)$
for small sample size and the mCC-SIS dominates other methods for large sample size.

5.2 Real Data Applications

5.2.1 Rats Data

We illustrate the CC-SIS and CPC-SIS with the gene expression data on 120 male rats of 12 weeks old, including expression measurements of 31,099 gene probes. It has been analysed in Scheetz et al. (2006) for investigation of the gene regulation in the mammalian and is available at ftp://ftp.ncbi.nlm.nih.gov/geo/series/GSE5nnn/GSE5680/matrix.

We follow Ma et al. (2017) and consider the expression of gene TRIM32 (probe 1389163_at) as the response variable $Y$ since it was identified to cause Bardet-Biedl syndrome, closely associated with the human hereditary disease of the retina Chiang et al. (2006). The other gene probes are treated as the covariates $X$. We first apply Iglewicz and Hoaglin (1993)'s (IH) approach to check outliers. IH constructs a Z-score $Z_i = \frac{0.6745(x_i - \bar{x})}{\text{MAD}}$, where MAD denotes the median absolute deviation and $\bar{x}$ stands for the median, and recommends that any $i$ such that $Z_i > 3.5$ be labeled as outliers. IH method is quite popular in real applications such as engineering. Consequently we find that there are over 60% gene probes having one or more outliers. Figure 1 displays the box-plots for two selected genes and the response. If one only employs the conventional screening method ignoring the outliers, it would lead to inappropriate results. The copula-based methods may thus be more robust in this situation. In this data analysis, we have the sample $\{(Y_i, X_i \in \mathbb{R}^{p_n}), 1 \leq i \leq n\}$ with $n = 120$ and $p_n = 31098$. 
We report the overlaps of the top \( \lfloor n / \log n \rfloor = 25 \) selected genes by various methods in Table 2. We can see that different methods select quite different genes and such low level of agreement should not be overlooked in practice. Robust and joint screening methods like what we propose in this paper lead to entirely different set of genes which are otherwise screened out by the conventional non-robust and marginal screening approaches. We notice that the CPC-SIS and QPC-SIS have a couple of overlaps, partly because both are conditional screening procedures and able to adjust the confounder effects.

Table 3 gives a summary of top 10 gene probes by different methods along with the \( p \)-value resulted from a marginal Wald-test. We then use these 10 genes as regressors and build a joint statistical models to predict \( Y \). Linear regression and quantile regression are both considered for this purpose and we display the mean of their prediction errors (PE1 and PE2) over 500 random partitions, where the partition ratio of training sample to test sample is 4 : 1 for each partition. The PE is computed as the average of \( \{(Y_i - \hat{Y}_i)^2, i \in \text{testing set}\} \) and \( \hat{Y}_i \) is the predicted value at the \( i \)th test data point using the model constructed by the training sample with the 10 genes in Table 3. We can see that our proposed copula-based partial correlation screening performs the best with the smallest prediction error. Such a nice prediction result may be attributed to the fact that CPC selects appropriate markers for joint modelling after addressing the distribution heterogeneity and the conditional effects. The heterogeneity problem typically inflates the variance while a purely marginal screener could introduce bias. The prediction error, consisting of the variance and the bias components, is thus much smaller after employing
5.2 Real Data Applications

Figure 1: Box-plots for the response and two randomly selected genes for the two datasets. The left panel is for the rats data and the right panel is for the breast cancer data.

Table 2: The overlaps of selected genes using various approaches for the rats data, where the screening threshold parameter is set as $[n/ \log n] = 25$ for each method and the CPC-SIS applies the algorithm in Case 1.

<table>
<thead>
<tr>
<th></th>
<th>SIS</th>
<th>SIRS</th>
<th>DC-SIS</th>
<th>Kendall</th>
<th>QC-SIS(0.25)</th>
<th>QC-SIS(0.5)</th>
<th>QC-SIS(0.75)</th>
<th>QPC-SIS(0.25)</th>
<th>QPC-SIS(0.5)</th>
<th>QPC-SIS(0.75)</th>
<th>CC-SIS(0.25)</th>
<th>CC-SIS(0.5)</th>
<th>CC-SIS(0.75)</th>
<th>CPC-SIS(0.25)</th>
<th>CPC-SIS(0.5)</th>
<th>CPC-SIS(0.75)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-SIS</td>
<td>25</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>QC-SIS</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DC-SIS</td>
<td>1</td>
<td>0</td>
<td>25</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kendall</td>
<td>3</td>
<td>0</td>
<td>25</td>
<td>3</td>
<td>5</td>
<td>12</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>QC-SIS(0.25)</td>
<td>1</td>
<td>0</td>
<td>25</td>
<td>5</td>
<td>25</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>QC-SIS(0.5)</td>
<td>1</td>
<td>0</td>
<td>25</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>QC-SIS(0.75)</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>QPC-SIS(0.25)</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>QPC-SIS(0.5)</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>QPC-SIS(0.75)</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CC-SIS(0.25)</td>
<td>1</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CC-SIS(0.5)</td>
<td>3</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CC-SIS(0.75)</td>
<td>3</td>
<td>0</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPC-SIS(0.25)</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPC-SIS(0.5)</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CPC-SIS(0.75)</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

the CPC screening method.
Table 3: Summary of top 10 gene probes selected by different screening methods for the rats data. ID means the selected gene ID and p-values are computed as $2(1 - \Phi(\sqrt{n/\Omega}^{-1/2} b_\Omega Y;X(0.5, 0.5))))$, where $\Phi$ is the cumulative distribution function of standard normal random variable. PE is the mean of prediction errors over 500 random partitions with the partition ratio of training sample to testing sample being 4:1, where prediction error is defined as the average of $\{(Y_i - \tilde{Y}_i)^2, i \in \text{testing set}\}$. PE1 and PE2 indicate that $\tilde{Y}_i$ is the predicted value via fitting a median regression model and linear model, respectively, using the top 10 genes selected.

<table>
<thead>
<tr>
<th>Rank</th>
<th>SHS</th>
<th>ID</th>
<th>p-value</th>
<th>ID</th>
<th>p-value</th>
<th>ID</th>
<th>p-value</th>
<th>ID</th>
<th>p-value</th>
<th>ID</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14770</td>
<td>2.1E-05</td>
<td>2828</td>
<td>1.000</td>
<td>146</td>
<td>6.4E-04</td>
<td>6083</td>
<td>8.3E-10</td>
<td>22641</td>
<td>5.2E-11</td>
<td>14726</td>
</tr>
<tr>
<td>2</td>
<td>21917</td>
<td>1.8E-05</td>
<td>20503</td>
<td>0.480</td>
<td>260</td>
<td>7.2E-04</td>
<td>5002</td>
<td>4.5E-10</td>
<td>14810</td>
<td>6.4E-12</td>
<td>6889</td>
</tr>
<tr>
<td>3</td>
<td>6436</td>
<td>2.0E-08</td>
<td>233</td>
<td>0.152</td>
<td>30768</td>
<td>2.3E-06</td>
<td>14726</td>
<td>4.4E-16</td>
<td>22339</td>
<td>8.0E-13</td>
<td>14701</td>
</tr>
<tr>
<td>4</td>
<td>4797</td>
<td>1.7E-08</td>
<td>3962</td>
<td>0.716</td>
<td>30745</td>
<td>1.6E-05</td>
<td>14810</td>
<td>6.4E-12</td>
<td>5002</td>
<td>4.5E-10</td>
<td>20998</td>
</tr>
<tr>
<td>5</td>
<td>21150</td>
<td>2.3E-07</td>
<td>7656</td>
<td>0.063</td>
<td>285</td>
<td>1.2E-04</td>
<td>25297</td>
<td>1.5E-11</td>
<td>20898</td>
<td>7.2E-14</td>
<td>22339</td>
</tr>
<tr>
<td>6</td>
<td>25573</td>
<td>4.5E-10</td>
<td>20453</td>
<td>0.468</td>
<td>30791</td>
<td>1.6E-07</td>
<td>5259</td>
<td>6.5E-12</td>
<td>31008</td>
<td>1.5E-07</td>
<td>23278</td>
</tr>
<tr>
<td>7</td>
<td>12127</td>
<td>4.9E-09</td>
<td>22023</td>
<td>0.047</td>
<td>3849</td>
<td>1.1E-04</td>
<td>5223</td>
<td>2.9E-10</td>
<td>26828</td>
<td>1.8E-08</td>
<td>25117</td>
</tr>
<tr>
<td>8</td>
<td>9355</td>
<td>1.6E-07</td>
<td>157</td>
<td>0.208</td>
<td>4626</td>
<td>1.1E-04</td>
<td>31006</td>
<td>1.5E-07</td>
<td>24529</td>
<td>4.2E-10</td>
<td>30548</td>
</tr>
<tr>
<td>9</td>
<td>3011</td>
<td>2.5E-06</td>
<td>2575</td>
<td>0.153</td>
<td>4490</td>
<td>2.8E-10</td>
<td>22339</td>
<td>8.0E-13</td>
<td>14141</td>
<td>1.5E-07</td>
<td>4512</td>
</tr>
<tr>
<td>10</td>
<td>8079</td>
<td>4.5E-11</td>
<td>2841</td>
<td>0.284</td>
<td>3967</td>
<td>2.1E-07</td>
<td>6021</td>
<td>1.7E-07</td>
<td>20724</td>
<td>2.8E-10</td>
<td>4712</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>PE1</th>
<th>PE2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0394</td>
<td>0.252</td>
</tr>
<tr>
<td></td>
<td>0.0290</td>
<td>0.0310</td>
</tr>
<tr>
<td></td>
<td>0.0283</td>
<td>0.0330</td>
</tr>
<tr>
<td></td>
<td>0.0426</td>
<td>0.0247</td>
</tr>
<tr>
<td></td>
<td>0.0433</td>
<td>0.0360</td>
</tr>
<tr>
<td></td>
<td>0.0441</td>
<td>0.0307</td>
</tr>
<tr>
<td></td>
<td>0.0447</td>
<td>0.0257</td>
</tr>
</tbody>
</table>

5.2.2 Breast Cancer Data

The second data we use to illustrate our proposal is a breast cancer data. Breast cancer has become the second most common cancer in the world and the most leading cause in women. There were nearly 1.7 million new cases diagnosed in 2012 (cf. http://www.wcrf.org/int/cancer-facts-figures/worldwide-data). See DeSantis et al. (2017) for discussion on recent trends. Although major progresses in breast cancer treatment were made, there is also limited ability to predict the metastatic behavior of tumor. Van’t Veer et al. (2002) was the first to study the breast cancer using expression data. Their data involved 97 lymph node-negative breast cancer patients 55 years old or younger, of which 46 developed distant metastases within 5 years (metastatic outcome coded as 1)
and 51 remained metastases free for at least 5 years (metastatic outcome coded as 0). This expression data set with clinical variables has been well analysed in many papers (Boulesteix et al. (2008), Yu et al. (2012), among others).

In this study, after removing the genes with missing values, there are expression levels of 24,188 gene probes entering into the next analysis. In addition to gene expression measurements, the data for several clinical factors are available as well. Our interest is to identify which gene probes affect the tumor size given other clinical factors (W) including age, histological grade, angioinvasion, lymphocytic infiltration, estrogen receptor and progesterone receptor status. Therefore, we have the data \( \{(Y_i, X_i \in \mathbb{R}^{p_n}, W_i \in \mathbb{R}^r), 1 \leq i \leq n\} \) with \( n = 97, p_n = 24,188 \) and \( r = 6 \) for further analysis.

Using the IH method on outlier detection, we find that 18,098 gene probes have at least 1 and at most 29 outliers, suggesting that approximately three quarters of overall gene probes contain extremely large values. The right panel of Figure 1 displays the empirical distribution of the response and two typical covariates. Thus, it is more suitable to apply robust joint screening approach such as the proposed CPC-SIS. We consider the three cases discussed in Section 4 and denote the methods as CPC-SISA_1, CPC-SISA_2 and CPC-SISA_3, respectively). The overlaps of the selected genes by various methods can be found in Table S13 in the online supplementary file. A similar conclusion to that in the rats data analysis can be made. Furthermore, Table 4 presents a summary of top 10 gene probes selected by various methods. The results on PE1 and PE2 in Table 4 empirically verifies that our proposed CPC-SIS in Case 3 has the most satisfactory performance in
Table 4: Summary of top 10 gene probes selected by different screening methods for the breast cancer data. ID means the selected gene ID and p-values are computed as $2(1 - \Phi(\sqrt{\frac{m^2}{2}} \Omega_{0.5}))$, where $\Phi$ is the cumulative distribution function of standard normal random variable. PE is the mean of prediction errors over 500 random partitions with the partition ratio of training sample to testing sample being 4:1, where prediction error is defined as the average of $(Y_i - \hat{Y}_i)^2, i \in$ testing set. PE1 and PE2 indicate that $\hat{Y}_i$ is the predicted value via fitting a median regression model and linear model, respectively, using the top 10 genes selected.

<table>
<thead>
<tr>
<th>Rank</th>
<th>SIS ID</th>
<th>SIS p-value</th>
<th>SIS</th>
<th>SIRS</th>
<th>SISR p-value</th>
<th>DC-SIS ID</th>
<th>DC-SIS p-value</th>
<th>Kendall-SIS ID</th>
<th>Kendall-SIS p-value</th>
<th>QC-SIS(0.5) ID</th>
<th>QC-SIS(0.5) p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24032</td>
<td>3.0E-06</td>
<td>24032</td>
<td>0.000</td>
<td>17679</td>
<td>6.2E-02</td>
<td>24032</td>
<td>3.0E-06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>11913</td>
<td>1.2E-07</td>
<td>6841</td>
<td>0.000</td>
<td>20238</td>
<td>2.3E-02</td>
<td>22705</td>
<td>2.8E-02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>11870</td>
<td>2.9E-06</td>
<td>9164</td>
<td>0.001</td>
<td>14048</td>
<td>1.9E-03</td>
<td>6841</td>
<td>6.8E-08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>17439</td>
<td>6.9E-06</td>
<td>13025</td>
<td>0.001</td>
<td>21041</td>
<td>5.9E-03</td>
<td>19380</td>
<td>6.9E-06</td>
<td>11913</td>
<td>1.8E-04</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6841</td>
<td>6.8E-08</td>
<td>2172</td>
<td>0.013</td>
<td>8339</td>
<td>6.9E-03</td>
<td>14466</td>
<td>1.8E-03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>20938</td>
<td>2.3E-02</td>
<td>17439</td>
<td>0.000</td>
<td>14048</td>
<td>8.9E-05</td>
<td>5644</td>
<td>2.2E-04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10692</td>
<td>2.0E-01</td>
<td>20121</td>
<td>0.000</td>
<td>23670</td>
<td>5.9E-03</td>
<td>20121</td>
<td>1.8E-07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>19897</td>
<td>1.5E-03</td>
<td>11870</td>
<td>0.000</td>
<td>12305</td>
<td>7.3E-04</td>
<td>23670</td>
<td>5.9E-03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9164</td>
<td>1.5E-03</td>
<td>22705</td>
<td>0.028</td>
<td>3929</td>
<td>1.8E-03</td>
<td>13742</td>
<td>1.5E-05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>17050</td>
<td>2.2E-02</td>
<td>10408</td>
<td>0.002</td>
<td>14466</td>
<td>1.8E-03</td>
<td>17439</td>
<td>6.9E-06</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>CC-SIS(0.5) ID</th>
<th>CC-SIS(0.5) p-value</th>
<th>QPC-SIS(0.5) ID</th>
<th>QPC-SIS(0.5) p-value</th>
<th>CPC-SISq1(0.5, 0.5) ID</th>
<th>CPC-SISq1(0.5, 0.5) p-value</th>
<th>CPC-SISq2(0.5, 0.5) ID</th>
<th>CPC-SISq2(0.5, 0.5) p-value</th>
<th>CPC-SISq3(0.5, 0.5) ID</th>
<th>CPC-SISq3(0.5, 0.5) p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12801</td>
<td>1.5E-06</td>
<td>11696</td>
<td>0.001</td>
<td>20121</td>
<td>0.000</td>
<td>14132</td>
<td>0.136</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>13742</td>
<td>1.5E-05</td>
<td>672</td>
<td>0.005</td>
<td>18678</td>
<td>0.000</td>
<td>4356</td>
<td>0.001</td>
<td>13756</td>
<td>0.620</td>
</tr>
<tr>
<td>3</td>
<td>402</td>
<td>6.2E-05</td>
<td>21944</td>
<td>0.021</td>
<td>3524</td>
<td>0.603</td>
<td>13084</td>
<td>0.008</td>
<td>5459</td>
<td>0.482</td>
</tr>
<tr>
<td>4</td>
<td>4862</td>
<td>3.4E-04</td>
<td>6466</td>
<td>0.024</td>
<td>5422</td>
<td>0.021</td>
<td>13191</td>
<td>0.035</td>
<td>1079</td>
<td>0.352</td>
</tr>
<tr>
<td>5</td>
<td>8349</td>
<td>3.1E-05</td>
<td>518</td>
<td>0.758</td>
<td>14782</td>
<td>0.023</td>
<td>6436</td>
<td>0.299</td>
<td>23942</td>
<td>0.002</td>
</tr>
<tr>
<td>6</td>
<td>9158</td>
<td>1.9E-03</td>
<td>12635</td>
<td>0.022</td>
<td>21431</td>
<td>0.922</td>
<td>10179</td>
<td>0.192</td>
<td>14</td>
<td>0.922</td>
</tr>
<tr>
<td>7</td>
<td>12074</td>
<td>6.8E-06</td>
<td>12567</td>
<td>0.699</td>
<td>5239</td>
<td>0.295</td>
<td>20102</td>
<td>0.185</td>
<td>1847</td>
<td>0.169</td>
</tr>
<tr>
<td>8</td>
<td>14466</td>
<td>1.8E-03</td>
<td>7160</td>
<td>0.483</td>
<td>777</td>
<td>0.352</td>
<td>1299</td>
<td>0.179</td>
<td>3392</td>
<td>0.505</td>
</tr>
<tr>
<td>9</td>
<td>18903</td>
<td>2.5E-02</td>
<td>21188</td>
<td>0.097</td>
<td>20958</td>
<td>0.132</td>
<td>1830</td>
<td>0.381</td>
<td>20369</td>
<td>0.367</td>
</tr>
<tr>
<td>10</td>
<td>19774</td>
<td>8.1E-06</td>
<td>11916</td>
<td>0.495</td>
<td>4849</td>
<td>0.460</td>
<td>6025</td>
<td>0.467</td>
<td>390</td>
<td>0.920</td>
</tr>
</tbody>
</table>

PE1 1.566 1.483 1.419 1.399 1.409
PE2 1.550 1.398 1.378 1.366 1.367

out-of-sample prediction.
6. Choice of Parameters \((\tau, \iota)\)

We give some guidance on the choice of parameters \((\tau, \iota)\) involved in our proposed screeners. Like other existing screening literature in relation to quantile correlation, the parameters \((\tau, \iota)\) play a crucial role when performing our proposed robust and jointly independent screening procedures. Generally speaking, the specification for choosing suitable \((\tau, \iota)\) is usually user-decided and the results are interpreted according to the chosen value. For example, in financial studies one may choose small or large \((\tau, \iota)\) depending on investigator’s interest in high or low tail dependence of asset prices. Usually, median is widely used for application in quantile regression. From our limited simulation experience, using median quantile level in our CC-SIS and CPC-SIS procedures works better than using other low or high quantile levels, and thus specifying a median quantile level is a good suggestion. Moreover, for our screeners CC-SIS or CPC-SIS, choosing different \(\tau\) and \(\iota\) would yield different sets of screened covariates. To combine the results from choosing various \((\tau, \iota)\), we may pursue a global screener over a continuous range of quantiles (e.g. Zheng et al. (2015); Ma and Zhang (2016)). Specifically, we may consider the maximum absolute copula-based correlation for variable screening, as suggested by one reviewer as well, in which we let tuning parameters \(\tau\) and \(\iota\) be taken over two intervals. To be more specific, we define the following empirical utility as a new screener

\[
\hat{u}_j = \max_{\tau \in I_1} \max_{\iota \in I_2} |\hat{\rho}_{Y,X_j}(\tau, \iota)|,
\]
where $\mathcal{I}_1 = \mathcal{I}_2 = (0, 1)$. In the implementation, we may maximise the absolute correlation with respect to $(\tau, \iota)$ over a set of discrete points $\{(\tau_k, \iota_l)\}$ with $\tau_k = \frac{k}{N}, 1 \leq k \leq N - 1$ and $\iota_l = \frac{l}{N}, 1 \leq l \leq N - 1$ with a pre-specified integer $N$, instead of maximising over a continuous range (interval). We name this screening procedure as the maximum CC based sure independence screening (denoted as mCC-SIS). In Examples S7 and S8, additional simulations presented in the online supplementary material, we set $N = 10$ for a simple comparison of this method.

7. Conclusion and Possible Extensions

We propose a copula-based correlation and partial correlation to facilitate robust marginal and joint screening for ultrahigh dimensional data sets. Large sample properties for the estimated correlation and sure screening properties for CC and CPC screeners were provided. Empirical studies including simulations and two data applications show that our proposed CC-SIS and CPC-SIS outperform the existing variable screening approaches, when outliers are present in both covariates and response. Therefore, our current proposals are more applicable to the ultrahigh dimensional heterogeneous data. We provide a guideline to carry out variable screening as follows. If the response and predictors are all normal without heteroscedastic variance and the predictors have low correlation, any marginal screening methods (SIS, SIRS, DC-SIS) can be applied. If the response contains outliers or follows a heavy tail distribution and the covariates are normal, robust screening
methods (Kendall SIS, QC-SIS, CQC-SIS, CC-SIS) can be employed. If the covariates are highly correlated and conditional variables are available, conditional screening procedures (CSIS, QPC-SIS) can be used. If the data is heteroscedastic for both the response and covariates and the covariates may be highly correlated, then only CPC-SIS can be recommended.

The copula formulation may suggest many possible extensions of our methodology. Firstly, we may consider censored survival time outcome in this framework. See Yue and Li (2017); Hong and Li (2018); Huang et al. (2019) for recent reviews on feature selection and screening for survival analysis. The estimation of copula-based correlation and partial correlation needs to incorporate the random censoring for such data and we need to invoke more complicated empirical process theories to argue the weak convergence results. Secondly, we may even allow the predictors to be censored. See Cheng and Fine (2008) and Cheng and Li (2015) for some earlier discussion. Thirdly, we may consider more pairs of $(\tau, \iota)$ over a candidate set or an interval to incorporate more information on quantile of response and covariates. The relevant theoretical results in this paper can be further generalised to ultrahigh-dimensional data in the future work.

Supplementary Materials The supplementary material consists of the technical proofs of all theoretical results stated in the manuscript and extensively numerical simulations.
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