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Abstract

Since quantile regression estimator at a fixed quantile level mainly relies on a small subset of the observed data, efforts have been made to construct simultaneous estimation at multiple quantile levels in order to take full advantage of all the observations and improve estimation efficiency. We propose a novel approach that links multiple linear quantile models through imposing a condition on the rank of the matrix formed by all the regression parameters. The approach has the flavor of the reduced rank regression while also shares similarity to the dimension reduction modeling. We develop estimation and inference tools in such models and also study the optimality in terms of asymptotic estimation variance. Simulation experiments are conducted to examine the numerical performance of the proposed procedure. The method is further illustrated in a data example.
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1 Introduction

Quantile regression models (Koenker and Bassett Jr; 1978) are important alternatives to mean regression models. When a single quantile relation is modeled, the parameter estimation is naturally more robust than the estimation in the mean regression model. When multiple quantiles are modeled, it provides a more complete description of the relation between the covariates and the response variable than a mean model does. Quantile models have numerous applications in the fields of economics, medicine and others (Cade and Noon; 2003; Wang and He; 2007; Yu et al.; 2003). Besides linear quantile models, various nonlinear, semiparametric and even nonparametric extensions have been studied and have generated a large literature, including De Gooijer and Zerom (2003); He and Shi (1994); He et al. (2013); Horowitz and Lee (2005); Kim (2007); Lian (2012); Wang et al. (2009), to name a few. Bayesian quantile regression has also received significant attention in recent years (Kozumi and Kobayashi; 2011; Yu and Moyeed; 2001).

In linear quantile regression, one assumes the conditional $\tau$-th quantile of the response $Y$ is given by $a_\tau + X^T\beta_\tau$, i.e. $\Pr(Y \leq a_\tau + X^T\beta_\tau | X) = \tau$ for $\tau \in (0,1)$. The standard quantile regression estimator at a fixed quantile level depends only on a small subset of the data and is thus known to be unstable in practice. Theoretically, the quantile estimator has a large asymptotic variance when the error density at this particular quantile level is small. It is thus natural to hope that through borrowing information from other quantile levels, one can potentially improve the estimation efficiency. One way along this line of thinking is the composite quantile regression (CQR) proposed by Zou and Yuan (2008a), where the quantile regression errors are assumed to be independent of the covariates and thus all the slope parameters $\beta_\tau$ are identical for different $\tau$ values. Similar assumption was used in Zhao and Xiao (2014) with a different estimation approach, where an application of the method to the prediction of stock returns demonstrated the improved efficiency of estimation. CQR estimator enjoys much higher efficiency compared to a quantile regression estimator at a single quantile level, but the independent regression error assumption more or less defies the purpose of the original quantile regression model and is somewhat stringent. The CQR assumption is relaxed in Jiang et al. (2014, 2013), where the quantile slope coefficients are assumed to be identical in certain regions of quantiles instead of all quantiles. Penalization is then used to identify such regions. Improved estimation accuracy in comparison to estimation in single quan-
tile regression model were reported, via simulations as well as an application to the Barro growth data to show improved prediction performance. In another direction, borrowing of information is achieved in He et al. (2016); Zou and Yuan (2008b) by assuming that the sparsity patterns in linear quantile regression for neighboring quantile levels are similar and penalized regression is used for variable selection. The advantage of borrowing information from neighboring quantiles for linear quantile regression is also recognized in the Bayesian implementation. Through using a random walk prior distribution instead of an independent prior, Yang and He (2012) imposed smoothness condition of the slope parameter $\beta_\tau$ as a function of the quantile level $\tau$, and demonstrated the improved performance in comparison with the performance under no smoothness condition of the slopes.

In all these models, the information at different quantile levels is interrelated and hence can benefit each other because of the assumption that the quantile regression slope parameters are identical or similar at these different quantile levels. We take a different approach to consider a new way of borrowing information from multiple quantiles. Instead of assuming identical slope parameters, we assume that the slope parameter vectors $\beta_\tau$ at different quantile levels $\tau$ have certain linear dependency. In other words, for $K$ quantile levels $0 < \tau_1 < \cdots < \tau_K < 1$, we assume the matrix $B = (\beta_{\tau_1}, \ldots, \beta_{\tau_K})$ satisfies certain low rank constraint.

Thus our approach is related to reduced rank regression proposed in the 1950’s (Anderson, 1951) with the purpose of introducing a more parsimonious model in cases with multiple responses. With reduced degrees of freedom, the reduced rank regression has a potential to produce a more efficient estimator of $B$, as shown in Anderson (1999). Some more recent references on reduced rank regression include Bunea et al. (2011, 2012); Chen et al. (2012, 2013); Chen and Huang (2012); Geweke (1996); Lian and Ma (2013).

We now provide some examples to motivate the low rank assumption of $B$ from some common data generation procedures. In all these situations, we consider fitting a linear quantile regression model. First, consider data arising from the relation $Y_i = a + X_i^T \alpha + \epsilon_i$, where $\epsilon_i$ is independent of the covariates, such as in the CQR model. When we fit the linear quantile regression model

$$ Y_i = a_\tau + X_i^T \beta_\tau + \epsilon_{\tau,i}, \quad (1) $$

where $\epsilon_{\tau,i} = Y_i - a_\tau - X_i^T \beta_\tau$ has the $\tau$th conditional quantile zero, we obtain $\beta_\tau = \alpha$, hence $B$ has
rank 1. Note that the rank 1 constraint on \( B \) allows slightly more flexibility than the CQR model in that it does not require all columns of \( B \) to be identical. This additional flexibility allows some other data generation procedures to be included. For example, assume the true relation between \( X_i \) and \( Y_i \) is 
\[
Y_i = (b + X_i^T \gamma) \epsilon_i,
\]
where like in CQR, \( \epsilon_i \) is independent of \( X_i \). When we fit the same linear quantile regression model as in (1), we obtain 
\[
\beta_\tau = \gamma F_{\epsilon}^{-1}(\tau) \quad \text{if} \quad b + X_i^T \gamma \geq 0 \quad \text{and} \quad \beta_\tau = \gamma F_{\epsilon}^{-1}(1 - \tau) \quad \text{if} \quad b + X_i^T \gamma < 0,
\]
where \( F_\epsilon \) is the cumulative distribution function and \( F_{\epsilon}^{-1} \) is the quantile function of \( \epsilon \). Thus, \( B \) also has rank 1. A more familiar example that combines the two situations above is when the data come from a location-scale structure. Consider \( (X_i, Y_i) \)'s that satisfy 
\[
Y_i = a + X_i^T \alpha + (b + X_i^T \gamma) \epsilon_i,
\]
where \( \epsilon_i \) is independent of \( X_i \). At the \( \tau \)th quantile level, when we fit model (1), we obtain 
\[
\beta_\tau = \alpha + F_{\epsilon}^{-1}(\tau) \gamma \quad \text{if} \quad b + X_i^T \gamma \geq 0, \quad \text{or} \quad \beta_\tau = \alpha + F_{\epsilon}^{-1}(1 - \tau) \gamma \quad \text{if} \quad b + X_i^T \gamma < 0.
\]
Since \( \beta_\tau \) can be obtained from the linear combination of \( \alpha \) and \( \gamma \) for any \( \tau \), the matrix \( B \) has rank 2 for data with the location-scale structure. Finally, consider a very general data structure often used in the sufficient dimension reduction literature,

\[
Y_i = f(\alpha^T X_i, \epsilon_i),
\]

where the error \( \epsilon_i \) is independent of the covariate \( X_i \), and \( \alpha \) is a \( p \times d \) matrix that spans the dimension reduction space. Assume the covariates \( X_i \) satisfy the linearity condition, i.e. \( E(X|\alpha^T X) \) is a linear function of \( \alpha^T X \). Even though the true link function is unknown and may be nonlinear in (2), we can still fit the linear quantile regression model (1). We show in Appendix ?? that when we minimize the expected check function \( \rho_\tau(Y - a - X^T \beta) \) with respect to \( a \) and \( \beta \), where 
\[
\rho_\tau(t) = t\{\tau - I(t \leq 0)\},
\]
the minimizer \( \beta_\tau \in \text{span}(\alpha) \) for all \( \tau \in (0, 1) \). This implies that \( B \) has rank at most \( d \). These examples illustrate that the low rank phenomenon of \( B \) often arises naturally in practice and is a sensible constraint to impose. Under the low rank assumption, the number of parameters in a multiple linear quantile regression model can be reduced and hence we can expect to achieve better estimation accuracy.

The rest of the paper is organized as follows. In Section 2, we propose several multiple linear quantile regression estimators that take advantage of the low rank property of \( B \). Computational procedures are also described. Section 3 contains the asymptotic properties of these estimators. Section 4 is devoted to simulation studies that illustrate the improved accuracy of the proposed estimators compared to standard multiple linear quantile estimator as well as the estimators pro-
posed in Jiang et al. (2013). Section 5 contains analysis of a data example. The technical proofs are relegated to an Appendix.

2 Methods

Consider independent and identically distributed (i.i.d.) observations \( (X_i, Y_i), i = 1, \ldots, n \), where \( X_i \) is a \( p \)-dimensional covariates and \( Y_i \) is a scalar response, and \( (X_i, Y_i) \) are modeled through the \( \tau \)th linear quantile regression model (1) at a series of quantile levels \( 0 < \tau_1 < \cdots < \tau_K < 1 \). The sequence of quantile levels can either be user specified, depending on the quantiles of interest of the problem, or follow some default choice such as \( \tau_k = k/(K + 1), k = 1, \ldots, K \) with \( K = 9 \) or \( 19 \) (Zou and Yuan 2008a). For notational simplicity, we write \( a_{\tau_k}, \beta_{\tau_k} \) as \( a_k, \beta_k \) respectively.

2.1 Multiple linear quantile regression

When no additional information is available other than the relation described in the \( K \) linear quantile regression models, the natural approach is to estimate each pair \( (a_k, \beta_k) \) from the standard procedure of minimizing the check function. More formally, let \( a = (a_1, \ldots, a_K)^T \), \( B = (\beta_1, \ldots, \beta_K) \) as defined before, then we can obtain an estimator of \( a \) and \( B \) through solving

\[
\min_{a, B} \sum_{k=1}^{K} \sum_{i=1}^{n} \rho_{\tau_k}(Y_i - a_k - X_i^T \beta_k).
\]

(3)

Note that although we write one single minimization problem in (3), it is effectively identical to \( K \) separate minimization problems each corresponding to one single linear quantile regression.

Of course, it is well known that minimizing the check function is not the best thing we can do in terms of estimating the regression parameters. To minimize the variability of the parameter estimation, one should instead solve estimating equations

\[
\sum_{i=1}^{n} f_{\epsilon_\tau|X}(0, X_i) Z_i \psi_\tau(Y_i - a_\tau - X_i^T \beta_\tau) = 0,
\]

where \( f_{\epsilon_\tau|X} \) is the probability density function (pdf) of \( \epsilon_\tau \) conditional on \( X \), \( \psi_\tau(t) = \tau - I(t \leq 0) \) and \( Z_i = (1, X_i^T)^T \) (Lee 2003; Newey and Powell 1990). When we consider \( K \) different quantile levels simultaneously, it is very tempting to simply concatenate \( K \) such estimating equations. However, a more careful inspection reveals that we can do better than that even though there is no
apparent relation between the parameters corresponding to different quantile levels. Because the \( \epsilon_{\tau} \)’s at different \( \tau \) values are correlated with each other, a generalized estimating equation (GEE) principle can be used to combine the individual quantile level estimating functions in a more efficient way. Specifically, let \( \psi(Y_i - a - B^T X_i) \equiv \{ \psi_{\tau_1}(Y_i - a_1 - X_i^T \beta_1), \ldots, \psi_{\tau_K}(Y_i - a_K - X_i^T \beta_K) \}^T \) and let \( V \) be the variance-covariance matrix of \( \psi \), i.e. let \( V \) be a \( K \times K \) matrix with the \((k, k')\) entry \( V_{k,k'} = \min(\tau_k, \tau_{k'}) - \tau_k \tau_{k'} \). Then we can solve
\[
\sum_{i=1}^{n} (f_i \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) = 0
\]
(4)
to obtain a more efficient estimator of \( a \) and \( B \) under multiple linear quantile regression without any constraints, where \( \otimes \) is the Kronecker product. Here, \( f_i = \text{diag}\{ f_{\epsilon_{\tau_k}|X}(0, X_i), k = 1, \ldots, K \} \).

Although (4) yields a more efficient estimator, it is not a very popular method even in the single linear quantile regression literature. This is because the estimation involves the conditional pdf \( f_{\epsilon_{\tau_k}|X}(0, X) \), the estimation of which usually involves nonparametric device and is nearly impossible when the dimension of \( X \) is large.

One compromise, following the general idea of using a “working model”, is to replace the hard to estimate \( f_i \) quantity with a guessed model \( f_i^* \), and calculate an estimator from the estimating equation
\[
\sum_{i=1}^{n} (f_i^* \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) = 0.
\]
(5)
If the guessed model \( f_i^* \) happens to be correct, we obtain an estimator as efficient as from (4). But even if we guessed the model wrong, we still can have a consistent estimator.

In the special case when we used a uniform model for \( f_i^* \), we actually obtain a GEE improved version of (3). To see this, we first recognize that minimizing the check function at a single quantile level can be reexpressed as solving an estimating equation
\[
\sum_{i=1}^{n} \psi_{\tau_k}(Y_i - a_k - X_i^T \beta_k) Z_i = 0.
\]
Thus, we can follow the same “GEE principle” that we used to obtain (4) to take into account the correlation between the \( K \) sets of such estimating functions and form the estimating equation
\[
\sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) = 0,
\]
(6)
which is identical to (5) for \( f_i^* = I \).

Since \( \psi_r(\cdot) \) is discontinuous, instead of searching for zeros of the estimating equations, a more proper way of writing the estimators such as described in (4), (5) and (6) is to write them as the solution to a minimization problem such as

\[
\min_{a,B} \left\| \sum_{i=1}^{n} (f_i^* \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\|.
\]

To simplify the writing and concentrate on the main idea, in the following text, we do not distinguish the two ways of writing the estimation methods.

### 2.2 Rank constrained multiple linear quantile regression

When \( B \in R^{p \times K} \) has rank at most \( r \), where \( r < \min(p, K) \), we no longer have \( (p + 1)K \) free parameters. An immediate strategy following the idea of minimizing the check function is to modify (3) into a constrained minimization

\[
\min_{a,B} \left\| \sum_{i=1}^{n} (f_i^* \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\|.
\]

Similar strategy can be adopted to modify the estimating equation in the family of (5). We aim to minimize the \( l_2 \) norm of the \( (p + 1)K \) equations, i.e. we solve the constrained minimization problem

\[
\min_{a,B} \left\| \sum_{i=1}^{n} (f_i^* \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\|\]

to obtain an estimator. The special choices of \( f_i^* = f_i \) and \( f_i^* = I_K \) correspond to the constrained version of (4) and (6), while in the former case, estimation of the conditional pdf at 0 is required, hence the estimator is hard to implement.

### 2.3 Better usage of the reduced rank constraint

The analysis in Sections 2.1 and 2.2 indicates that the adaption from a constraint free multiple linear quantile regression to the reduced rank case mainly requires taking into account that we have fewer free parameters due to the restriction on the rank of \( B \). This causes the original unconstrained optimization to turn into a constrained one, and this also causes the original just-identifying estimating equations to become over-identifying. As a tool to handle excessive number of estimating
equations, the generalized method of moment (GMM) is well developed and is what we will use here to better handle the reduced rank constraint.

To modify the constrained minimization estimator from (7), the GMM based procedure based on the estimating equations (6) for the reduced rank model is to minimize

$$\frac{1}{n} \left\{ \sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\}^T W \left\{ \sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\},$$

subject to \( \text{rank}(B) \leq r \). Here \( W \) is the \((p + 1) K \times (p + 1) K\) weight matrix given by

$$W = \left[ \text{var} \{ (I_K \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \} \right]^{-1} = \left[ E \{ (I_K \otimes Z_i) V^{-1} (I_K \otimes Z_i)^T \} \right]^{-1}.$$

We name the GMM estimator obtained from (8) the GMM reduced rank estimator (GMMRR). The GMMRR estimator is easy to implement as will be demonstrated in Section 2.4. The GMMRR estimator is our main proposal in this work.

An even more meticulous way of achieving optimal efficiency is to start from (4). Following the same GMM idea, the optimal resulting estimator can be obtained from the minimization problem

$$\min_{a, B} \frac{1}{n} \left\{ \sum_{i=1}^{n} (f_i \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\}^T W_f \left\{ \sum_{i=1}^{n} (f_i \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\},$$

where the weight matrix in this case is

$$W_f = \left[ E \{ (f_i \otimes Z_i) V^{-1} (f_i \otimes Z_i)^T \} \right]^{-1}.$$

We name this estimator the optimal reduced rank estimator. Note that the optimal reduced rank estimator practises in an optimal fashion in terms of both single quantile regression estimation and combining the multiple quantile requirements under rank constraint, and it requires the knowledge or assessment of the conditional pdfs of the quantile regression errors at zero at each covariate value \( X_i \). To fully achieve the efficiency, these quantities need to be estimated nonparametrically, and is a very difficult problem when the dimension of \( X \) becomes large. Thus, we study this estimator only for its theoretical value and do not recommend to use it in practice.

Of course, both (8) and (9) can be viewed as special members of the general family of GMM estimators

$$\min_{a, B} \frac{1}{n} \left\{ \sum_{i=1}^{n} (f_i^* \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\}^T W_f^* \left\{ \sum_{i=1}^{n} (f_i^* \otimes Z_i) V^{-1} \psi(Y_i - a - B^T X_i) \right\},$$

(10)
with

\[ W_f^* = \left( E \{ (f_i^* \otimes Z_i) V^{-1} (f_i^* \otimes Z_i)^T \} \right)^{-1}. \]

Here, \( f_i^* \) is based on the working model of \( f \cdot e_i | X \). If \( f_i^* = f_i \), we obtain (9), if \( f_i^* = I_K \), we obtain (8).

### 2.4 Computation

The development above indicates that in practice, the feasible reduced rank estimators to use is based on either (7) or (8), with the preference given to (8). In fact, the only reason we retain (7) is due to its conceptual simplicity.

As it turns out, even the relatively simple constrained minimization problem in (7) is not that straightforward computationally and requires some care. Our approach to the computation is to convert (7) into an unconstrained minimization problem. Because any matrix \( B \) with rank bounded by \( r \) can be written as \( B = DA \) with \( D \in \mathbb{R}^{p \times r} \) and \( A \in \mathbb{R}^{r \times K} \), (7) is equivalent to solving the following unconstrained minimization problem

\[
\min_{a, D, A} \sum_{k=1}^{K} \sum_{i=1}^{n} \rho_{\tau_k} (Y_i - a_k - X_i^T DA_k),
\]  

(11)

where \( A_k \) is the \( k \)-th column of \( A \). Although the matrices \( D \) and \( A \) are not unique, since if \( (D, A) \) minimizes (11), so does \( (D\Omega^T, \Omega A) \) for any nonsingular matrix \( \Omega \). However, we only need to find one such \( (D, A) \) pair and the resulting \( B \) will be uniquely determined. Since \( D \) is the only component involved in all \( K \) summands, this naturally suggests an alternating optimization strategy cycling through updating \( D \) and updating each \( (A_k, a_k) \) for \( k = 1, \ldots, K \). Specifically, fixing \( a \) and \( A \), using the relation \( X_i^T DA_k = (A_k^T \otimes X_i^T) \text{vec}(D) \), the optimization with respect to \( \text{vec}(D) \) is rewritten as

\[
\min_{\text{vec}(D)} \sum_{k=1}^{K} \sum_{i=1}^{n} \rho_{\tau_k} \{Y_i - a_k - (A_k^T \otimes X_i^T) \text{vec}(D)\},
\]

which is essentially identical to the CQR estimation problem and can be solved by linear programming. On the other hand, fixing \( D \), optimization over \( a_k, A_k \) at each \( k \) involves only the \( k \)th summand in (11), and is also a standard linear quantile regression problem. Despite of the
nonuniqueness of \((D, A)\), the algorithm in practice will still converge to a minimizer that corresponds to the choice of the initial value. Such alternating minimization algorithm is commonly used in reduced rank regression (Bunea et al., 2012; Chen and Huang, 2012) and is found to be effective in our implementation.

The same idea of writing \(B\) as \(DA\) can be used in (8). In this case, we rewrite (8) as

\[
\left\{ \sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} \psi(Y_i - a - X_i^T DA) \right\}^T \mathbf{W} \left\{ \sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} \psi(Y_i - a - X_i^T DA) \right\},
\]

and we minimize (12) with respect to \((a, D, A)\) without constraint. Note that in practice, we replace \(W\) with its sample version

\[
\hat{W} = \left\{ n^{-1} \sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} (I_K \otimes Z_i)^T \right\}^{-1},
\]

which needs to be computed only once out of the minimization procedure. Because the target function (12) is not continuous, the optimization problem seems impossible to solve directly. Thus we perform a smoothing approximation which is often used in the quantile regression literature (Brown and Wang, 2005; Horowitz, 1998). Specifically, we replace the indicator function \(I(t \leq 0)\) contained in \(\psi\) with a normal survival function \(1 - \Phi(t/h)\), where \(\Phi\) is the cumulative distribution function (cdf) of the standard normal distribution and \(h\) is a bandwidth. In the numerical studies we set \(h = n^{-1/2}\). After the smoothing operation, we can perform the optimization with respect to \(D\) and \(A\) iteratively via, say the Newton-Raphson procedure.

In minimizing both (11) and (12), the iterative procedures require initial parameter values. We solve the \(K\) separate single linear quantile regression problems as in Section 2.1 to obtain initial estimators \(\tilde{a}\) and \(\tilde{B}\), and perform a singular value decomposition on \(\tilde{B}\) to obtain \(\tilde{B} = U \Lambda V\). We then set \(\tilde{D}\) to be the first \(r\) columns of \(U\) and \(\tilde{A}\) to be the first \(r\) rows of \(\Lambda V\).

Finally, although we do not recommend to implement the optimal estimator via solving (9) in practice, we experimented it in this work to illustrate its performance and to provide it as a benchmark. If the conditional pdfs \(f_i\) were available, the same procedure used to minimize (8) could be used. To estimate \(f_i\), we adopt the method of Hendricks and Koenker (1992) and estimate \(f_{c \tau_k|X}(0, X_i)\) by the difference quotient

\[
2h_n \left\{ X_i^T (\beta_{\tau_k+h_n} - \beta_{\tau_k-h_n}) \right\}^{-1},
\]

where \(\beta_{\tau_k+h_n}\) and \(\beta_{\tau_k-h_n}\) are estimated by the standard single linear quantile regression at quantile levels.
\( \tau_k + h_n \) and \( \tau_k - h_n \) respectively. Note that although this procedure avoids estimating \( f_i \) non-parametrically, it implicitly imposes the assumption that the quantile relation between \( X \) and \( Y \) are still linear at quantile levels \( \tau_k + h_n \) and \( \tau_k - h_n \), which may or may not hold in practice. Here \( h_n \) is a bandwidth approaching zero as \( n \to \infty \). In our numerical studies, we choose \( h_n = 1.57n^{-1/3}(1.5\phi^2\{\Phi^{-1}(\tau)\}/[2\{\Phi^{-1}(\tau)\}^2 + 1])^{2/3} \) following [Hall and Sheather (1988)], where \( \phi \) and \( \Phi \) are the pdf and cdf of the standard normal distribution.

### 2.5 Determine the rank \( r \)

We have derived various estimators under a fixed rank constraint \( r \). In practice, when knowledge is available to determine \( r \), these methods can be directly applied. However, when no such knowledge is available, we also need to determine \( r \). To this end, we treat \( r \) as a tuning parameter and select \( r \) based on the information contained in the data.

Regardless if we estimate the model parameters via (7) or (8), one common feature is that each estimator is the result of minimizing a target function. In addition, the minimum value of the target function is a monotonically increasing function of the rank constraint \( r \), while \( r \) directly determines the flexibility of the model, reflected in the number of free parameters of the model. More critically, when the minimization is conducted under a working rank constraint \( r \) that is satisfied by the true data generation procedure, we will not be able to further shrink the target function value through further increasing \( r \). On the other hand, when the minimization is conducted under a working rank constraint \( r \) that is too small hence is not satisfied by the true data generation procedure, we will be able to further shrink the target function value through further increasing \( r \). To see this, we note that the target function in (7) measures the goodness-of-fit of the model directly, while the target function (8) will be a bounded in probability quantity when \( r \) is sufficiently large, and will approach infinity when \( r \) becomes too small.

Based on the above considerations, we propose to determine the rank constraint value \( r \) through minimizing information criterion

\[
\text{BIC}(r) = (2n) \log \left( \sum_{k=1}^{K} \rho_{r_k} \left[ \sum_{i=1}^{n} \rho_{r_k}(Y_i - \hat{a}_k - X_i^T \hat{\beta}_k) \right] \right) + \log(n)(K + pr + Kr - r^2) \tag{13}
\]

if (7) is used for estimation, and

\[
\text{BIC}(r)
\]
\[
\frac{1}{2n} \left\{ \sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} \psi(Y_i - \widehat{\alpha} - X_i^T \widehat{B}) \right\}^T W \left\{ \sum_{i=1}^{n} (I_K \otimes Z_i) V^{-1} \psi(Y_i - \widehat{\alpha} - X_i^T \widehat{B}) \right\} + \log(n)(K + pr + Kr - r^2) \tag{14}
\]

if (8) is used. Here \(K + pr + Kr - r^2\) is the number of free parameters under the rank constraint \(r\). We have decided to use the same target function to form the criterion as that used to form the estimator to keep things simple, one is certainly not required to follow this practice. Similar target functions used in the above BIC construction are often used in quantile regression and estimating equation literature, see for example Jiang et al. (2013) and Wang and Qu (2009). It is easy to see that the construction in (14) is applicable to all estimators of the family described in (10). We show in Section 3 that the rank determination based on our BIC indeed is consistent.

3 Theoretical Results

3.1 Regularity Conditions

Recall that the conditional quantile at quantile level \(\tau\) is \(a_\tau + X^T \beta_\tau\) for \(\tau = \tau_k, k = 1, \ldots, K\), where \(0 < \tau_1 < \cdots < \tau_K\) is a fixed sequence of quantile levels. Recall also that \(f_{\epsilon|X}(\epsilon_\tau, x)\) and \(F_{\epsilon|X}(\epsilon_\tau, x)\) are respectively the conditional pdf and cdf of \(\epsilon_\tau\).

We assume the following regularity conditions.

C1. \(f_{\epsilon|X}(\epsilon_\tau, x)\) is continuously differentiable in \(\epsilon_\tau\). There exist constants \(\overline{f}, \overline{f}'\) such that \(f_{\epsilon|X}(\epsilon_\tau, x) < \overline{f}\) and \(|\partial f_{\epsilon|X}(\epsilon_\tau, x)/\partial \epsilon_\tau| < \overline{f}'\). Furthermore, there exists a constant \(\underline{f} > 0\) such that \(f_{\epsilon|X}(0, x) > \underline{f}\) for all \(x\) in its support and all \(\tau \in \{\tau_1, \ldots, \tau_K\}\).

C2. \(E\|X\|^3 < \infty\). \(C \equiv E[ZZ^T]\) is positive definite.

C3. The parameter space for \(\theta\) is a compact set, where \(\theta = (\theta_1^T, \ldots, \theta_K^T)^T, \theta_k = (a_k, \beta_k^T)^T\) for \(k = 1, \ldots, K\).

C4. The true slope parameter matrix \(B = (\beta_1, \ldots, \beta_K)\) has rank bounded by \(r\). Note that \(B\) has size \(p \times K\), hence \(r \leq \min(p, K)\).

Regularity conditions in (C1) are commonly assumed for quantile regression (Belloni and Chernozhukov, 2011; Wang et al., 2009, 2012). (C2) imposes mild moment condition on the covariates.
In (C3), we require the parameter space to be bounded in order to apply empirical process theory. Empirical process theory is needed because our optimization problem is noncontinuous and nonconvex, and thus other classical techniques based on Taylor’s expansion or convexity is not viable. Even in the multiple quantile regression without rank constraints, the same assumption is already needed if we use (5) to perform estimation, even though estimator defined through (3) does not require this condition because of the convexity of the target function. (C4) assumes the rank constraint is indeed satisfied.

We define the matrix \( \mathbf{U} = \text{diag}(\mathbf{U}_1, \ldots, \mathbf{U}_K) \), which is a \((p + 1)K \times (p + 1)K\) block-diagonal matrix, with the \(k\)th block \( \mathbf{U}_k = E[f_{\epsilon_k} | X(0), X]ZZ^T] \). Thus, \( \mathbf{U} = E\{f \otimes (ZZ^T)\} \).

### 3.2 Estimation properties without rank constraints

We first consider asymptotic properties of quantile regression estimator obtained from solving (3), applicable when no rank constraint is imposed. The asymptotic property of this estimator is known in the statistics community, while we cannot find documented statement. We therefore state the results in the following theorem for completeness.

**Theorem 1** Let \( \hat{\theta} \) be the estimator of \( \theta \) from (3). Then, under Conditions C1 and C2, when \( n \to \infty \),

\[
\sqrt{n}(\hat{\theta} - \theta) \to N(0, \Sigma)
\]

in distribution, where \( \Sigma = \mathbf{U}^{-1}(\mathbf{V} \otimes \mathbf{C})\mathbf{U}^{-1} \).

The sketch of the proof of Theorem 1 is given in Appendix ??.

Next, we consider estimator from (5). Note (4) and (6) are special cases of (5).

**Theorem 2** Let the estimator from (5) be \((\hat{\alpha}, \hat{\mathbf{B}})\), alternatively written as \( \hat{\theta} \). Under conditions (C1)-(C3), when \( n \to \infty \),

\[
\sqrt{n}(\hat{\theta} - \theta) \to N(0, \Sigma)
\]

in distribution, where

\[
\Sigma = \left[ E\{(f^* \otimes \mathbf{Z})\mathbf{V}^{-1}(f \otimes \mathbf{Z}^T)\}\right]^{-1} E\{(f^* \otimes \mathbf{Z})\mathbf{V}^{-1}(f^* \otimes \mathbf{Z}^T)\} \left[ E\{(f \otimes \mathbf{Z})\mathbf{V}^{-1}(f \otimes \mathbf{Z}^T)\}\right]^{-1}.
\]
As special cases, the asymptotic variance for the estimator from (6) is
\[ \Sigma = E[(I_K \otimes Z) V^{-1}(f \otimes Z^T)]^{-1} E[(I_K \otimes Z) V^{-1} (I_K \otimes Z^T)] E[(f \otimes Z)V^{-1}(I_K \otimes Z^T)]^{-1}, \] (16)
and the asymptotic variance for the estimator from (4) is
\[ \Sigma = E[(f \otimes Z)V^{-1}(f \otimes Z^T)]^{-1}. \] (17)

We provide the proof of Theorem 2 in Appendix ??.

**Corollary 1** Among the multiple quantile regression estimators given in (3), (4), (5) and (6), the best estimation variance of \( \hat{\theta} \) is given in (17).

The result in Corollary 1 provides a lower bound for the multiple quantile estimators studied in Section 2.1 when no additional constraints are imposed on the relation between different quantile functions. Although in theory the variance can be as small as given in (17), it is not necessarily easy to construct the corresponding estimator, due to the need to estimate the conditional density \( f_{\epsilon_{\tau}|X} (0, x) \). In reality, the variance form in (16) is more realistic and is usually achieved. The proof of Corollary 1 is in Appendix ??.

### 3.3 Estimation properties with rank constraints

We further consider the rank constrained multiple quantile regression estimators studied in Sections 2.2 and 2.3. Assume the true rank of the matrix \( B \) is indeed at most \( r \). In this case, we can write \( B = DA \), where \( D \in \mathbb{R}^{p \times r} \) and \( A \in \mathbb{R}^{r \times K} \) contain totally free parameters. Define the \((p + 1)K \times \{ K + r(p + K) \}\) matrix \( \Delta \) as
\[ \Delta = \frac{\partial \hat{\theta}}{\partial \{a^T, \text{vec}^T(A^T), \text{vec}^T(D^T)\}}. \]

In Appendix ??, we prove the following Theorem 3.

**Theorem 3** Under assumptions (C1)-(C4), the estimator obtained from (7) satisfies
\[ \sqrt{n}(\hat{\theta} - \theta) \overset{d}{\to} N(0, \Sigma), \]
when \( n \to \infty \). Here \( \Sigma = U^{-1/2} P \Phi U^{-1/2} \{U^{-1}(V \otimes C)U^{-1}\} U^{1/2} P \Phi U^{-1/2}, \Phi = U^{1/2} \Delta, P \Phi = \Phi (\Phi^T \Phi)^+ \Phi^T \) where \((\Phi^T \Phi)^+\) is the Moore-Penrose inverse of \( \Phi^T \Phi \).
Remark 1 We decompose the matrix $B$ into $DA$ to explicitly accommodate the rank constraint. The parameters in $A$ and $D$ can be any values. However, such decomposition is not unique and $\Delta$ is not of full column rank. This leads to the need to use Moore-Penrose inverse instead of the usual inverse matrix. Furthermore, it can be shown that $\Sigma$ depends on $\Delta$ only through its column span.

Remark 2 When $r = \min(p, K)$, $\Delta$ has full row rank and $P_\Phi$ is the identity matrix $I_{(p+1)K}$. The variance matrix in Theorem 3 is therefore identical to that in Theorem 1. This agrees with the fact that when the rank constraint vanishes, the estimators from (3) and (7) are identical.

Remark 3 Although (7) is a direct implementation of (3) while incorporating the additional rank constraint property, the results in Theorems 1 and 3 indicate that (7) does not always yield a gain over (3) in terms of the estimation efficiency of $\theta$. Instead, the efficiency gain is on the estimation of $U^{1/2}\hat{\theta}$, in that the total estimation variability, described as the trace of the estimation variance matrix of $U^{1/2}\hat{\theta}$, indeed decreases when rank constraint is imposed. This phenomenon also indicates that the rank constraint is not properly taken into account to maximally benefit the estimation of the quantile regression parameters in (7).

Now we consider the estimators obtained from (10), of which (8) and (9) are special cases.

Theorem 4 Under assumptions (C1)-(C4), the estimator obtained from (10) satisfies

$$\sqrt{n}(\hat{\theta} - \theta) \rightarrow N(0, \Sigma)$$

in distribution when $n \rightarrow \infty$. Here

$$\Sigma = \Delta(\Delta^T E[(f \otimes Z)V^{-1}(f^* \otimes Z^T)]W_f^* E[(f^* \otimes Z)V^{-1}(f \otimes Z^T)]\Delta)^+\Delta^T. \quad (18)$$

As special cases, the asymptotic variance for the estimator from (8) is

$$\Sigma = \Delta(\Delta^T E[(f \otimes Z)V^{-1}(I_K \otimes Z^T)]W E[(I_K \otimes Z)V^{-1}(f \otimes Z^T)]\Delta)^+\Delta^T. \quad (19)$$

and the asymptotic variance for the estimator from (9) is

$$\Sigma = \Delta(\Delta^T E[(f \otimes Z)V^{-1}(f \otimes Z^T)]\Delta)^+\Delta^T. \quad (20)$$

The proof of Theorem 4 is in Appendix 15.
Corollary 2 Among the multiple rank constrained quantile regression estimators given in (7), (8), (9) and (10), the best estimation variance of $\hat{\theta}$ is given in (20).

The result in Corollary 2 provides a lower bound for the multiple quantile estimators subject to the rank constraint studied in Sections 2.2 and 2.3. Although in theory the variance can be as small as given in (20), like in no constraint case, it is not necessarily easy to construct the corresponding estimator, because we will have to estimate the conditional density $f_{\epsilon|x}(0,x)$. In reality, the variance form in (19) is more readily achieved. The proof of Corollary 2 is in Appendix ??.

We can see that Theorems 3 and 4 contain the estimator properties under rank constraint corresponding to those stated in Theorems 1 and 2 without any constraint. It is clear from Remark 2 and 3 that (3) and (7) are equivalent when rank constraint is removed, but they differ when rank constraint holds. More can be said for the pairs (10) with (5), (9) with (4) and (8) with (6). When the rank constraint is removed, the two estimators in each pair are identical. However, when the rank constraint holds, the estimators from (10), (9) and (8) are more efficient than their counter parts (5), (4) and (6) respectively. These conclusions can be easily verified by noting that for any positive definite matrix $\Sigma$, $\Sigma^{-1} - \Delta (\Delta^T \Sigma \Delta) + \Delta^T$ is nonnegative definite because the matrix

$$
\begin{pmatrix}
\Sigma^{-1} & \Delta \\
\Delta^T & \Delta^T \Sigma \Delta
\end{pmatrix} = \begin{pmatrix}
\Sigma^{-1/2} & 0 \\
0 & \Sigma^{1/2}
\end{pmatrix}
\begin{pmatrix}
I & I \\
I & I
\end{pmatrix}
\begin{pmatrix}
\Sigma^{-1/2} & 0 \\
0 & \Sigma^{1/2}
\end{pmatrix}
$$

is nonnegative definite (see the general matrix result in Appendix ??), and $\Delta$ has full row rank when $r = \min(p,K)$. We emphasize these relations in Remarks 4 and 5.

Remark 4 When $r = \min(p,K)$, the variance matrices in (18), (19) and (20) are identical to those in (15), (16) and (17) respectively.

Remark 5 When $r < \min(p,K)$, the variance matrices in (18), (19) and (20) are smaller than those in (15), (16) and (17) respectively. Here, by a matrix $A_1$ smaller than a matrix $A_2$, we mean that $A_2 - A_1$ is nonnegative definite.

3.4 Results on rank determination

Finally, we show that the BIC’s proposed in Section 2.5 can consistently estimate the rank of the true coefficient matrix $B$. 
Theorem 5 Under assumptions (C1)-(C4), both BIC criteria (13) and (14) will select the true rank \( r \) with probability approaching one when the sample size \( n \) approaches infinity.

The consistency of the two BIC methods for rank determination provides assurance that our rank constrained quantile estimation procedure can be conducted under a model that takes full advantage of the data properties while does not impose artificial structures. This is of course very important since if the true rank is larger than the rank under which we conduct our estimation, then bias will occur, while if the true rank is smaller, we are not fully taking advantage of the data structure and the estimation variance may be inflated. We point out that the inflation may or may not happen for the estimator (7), but is surely to happen for the estimators studied in Section 2.3. The amount of the variance inflation is the difference of the estimation variances given in Theorem 4 corresponding to different row sizes of \( \Delta \).

4 Simulation Experiments

We now assess the finite sample performance of the methods studied in Section 2. In all the examples, we set the dimension of \( \beta \) to be \( p = 7 \) and we use sample size \( n = 200 \). To obtain the covariates, we first generated \( (X_{i1}^*, \ldots, X_{ip}^*), i = 1, \ldots, n \) from a zero-mean multivariate Gaussian distribution with \( \text{cov}(X_{ij}^*, X_{ij}^*) = 0.3^{j-j'} \), then set \( X_{ij} = \Phi(X_{ij}^*) \), where \( \Phi \) is the cdf of the standard normal distribution. The simulation was repeated 100 times in each setting and we used the quantile sequence \( 0.1, 0.2, \ldots, 0.9 \) in all the examples, hence \( K = 9 \). We considered the following three examples in the simulation study.

Example 1. Location-shift model. \( Y_i = 1 + X_i^T \beta + \epsilon_i, \) where \( \epsilon_i \sim N(0, 1), i = 1, \ldots, n \) and \( \beta = (1, -1, 1, -1, 1, -1, 1, -1)^T \). The true rank of the coefficient matrix is \( r = 1 \).

Example 2. Location-scale shift model. \( Y_i = 1 + X_i^T \beta + (1 + X_i^T \gamma) \epsilon_i, \) where \( \epsilon_i \sim N(0, \sigma^2), i = 1, \ldots, n, \sigma = 0.3, \beta = (2, 2, \ldots, 2)^T \) and \( \gamma = (2, 2, 2, 0, 0, 0, 0)^T \). The true rank of the coefficient matrix is \( r = 2 \).

Example 3. The conditional quantile is given by \( Q_\tau(X) = \Phi^{-1}(\tau) + X^T \beta + (X^T \gamma)(\Phi^{-1}(\tau) - \Phi^{-1}(0.49))I\{\tau < 0.49\}, \) where \( \beta = (-2, -1, 0, 1, 2, 3, 4)^T \) and \( \gamma = (2, 2, \ldots, 2)^T \). The true rank of the coefficient matrix is \( r = 2 \). We used the inverse cdf method to generate the responses.

In each of the three examples above, we compared the following three sets of estimators. The
first set of estimators do not take into account the rank constraints. They include the standard
quantile regression described in (3) (NAIVE), the quantile estimator based on estimating equation
(6) (GMM), the optimal quantile estimator based on estimating equation (4), where the density
values are estimated as in Section 2.4 (OPT), the optimal estimator without rank constraint based
on (4), where we plugged in the true density values (ORACLE). The second set of estimators takes
into account the rank constraints. They include the naive reduced rank estimator described in (7)
(NAIVE.RR), the proposed reduced rank GMM estimator in (8) (GMMRR), and the optimal re-
duced rank GMM estimator in (9), respectively with estimated (OPT.RR) and true (ORACLE.RR)
density values plugged in. Finally, we also compute the composite quantile regression estimator
of Zou and Yuan (2008a) (CQR) as the third set of estimators.

We used three measures to examine the performances of the various estimators. The first
measure is the mean squared errors of the estimated coefficients
\[
MSE = \sum_{k=1}^{K} |\hat{\alpha}_k - a_{0k}|^2 + \|\hat{\beta} - \beta_0\|^2.
\]
The second measure is the integrated squared errors
\[
ISE = \frac{1}{n} \sum_{i=1}^{n} \sum_{k=1}^{K} \left\{ \hat{\alpha}_k + X_i^T \hat{\beta} - (a_{0k} + X_i^T \beta_{0k}) \right\}^2.
\]
The third measure is the quantile prediction errors
\[
PE = \frac{1}{500} \sum_{i=1}^{500} \sum_{k=1}^{K} \rho_{r_k} \left\{ Y_i' - \hat{\alpha}_k - (X_i')^T \hat{\beta}_k \right\},
\]
where \((Y_i', X_i'), i = 1, \ldots, 500\) are independently generated test data.

The simulation results of different methods are reported in Table 1. We see clearly that the
reduced rank methods improve upon the full rank methods in all cases. The GMM based methods
are generally better than the methods based on the check loss functions, although the improvement
is not as large as that brought by the rank constraints. The optimal estimating equation using the
estimated density values is asymptotically the best we can do within the GMM family. However
its finite sample performance is similar or even slightly worse than the proposed GMMRR method,
where the density values were simply set to be one. In fact, even in the oracle case, where the true
density is plugged in the GMM estimator, the performance is only slightly better than GMMRR.
This suggests that although the estimator (9) is theoretically the best, the poor estimation of the density makes it uncompetitive compared to (8), and thus we advocate the use of (8) among all different methods. Finally, CQR is better for Example 1 as expected, because the model satisfies the requirement set by CQR, but worse in the other two examples.

We further investigate the accuracy of standard error estimates associated with the proposed GMMRR estimator, described in Theorem 4. Although the estimation using GMMRR does not require the density function of $Y$ conditional on the covariates, the evaluation of the estimator in terms of its variability requires this quantity, which we estimated following the method described in Section 2.4. The results are presented in Table 2. In the table, $\hat{\text{se}}$ denotes the estimated standard error based on the asymptotic results in (19), and $\text{se}$ denotes the sample standard deviation of the coefficient value based on 100 repetitions. For illustration, we only show the results for $\beta_1$ and $\beta_4$ at five quantile levels $\tau \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$. Generally the estimated standard errors based on asymptotic results are reasonably close to their sample versions.

Finally, we also experimented with the methods of determining the rank of the coefficient matrix. We report the percentage of times that the true rank is selected by BIC in Table 3 in the three examples. We can see that the correct rank is selected most of the time and the performance improves with sample size.

We have also experimented with sample sizes $n = 100$ and 400 and find similar comparative results for different estimators. The results are not reported here to save space.

5 Real Data Application

We now use various quantile regression procedures to analyze the Barro growth data used in Koenker and Machado (1999). The data consist of a pooled sample of 161 observations related to national growth rates during two periods, 1965-1975 and 1975-1985. The goal of the analysis is to understand the effect of 13 covariates in terms of their influence on the growth process at different conditional quantiles levels.

We apply the standard quantile regression (3) and the proposed methods to the data set. All variables are standardized before the analysis. To compare the performance of different methods, we consider the prediction by randomly sampling 100 observations for training and the rest for
testing, using 100 repetitions. The prediction errors are reported in Table 4 as well as the average rank (mostly 2 or 3) selected for different reduced rank methods. We see that reduced rank methods perform uniformly better with smaller prediction errors than the methods that do not take into account the possibility of reduced rank.

We further provide the estimated coefficients with 95% confidence intervals for the standard quantile regression (3) and the proposed method GMMRR (8) in Figures 1 and 2 respectively. It is seen that the intervals for GMMRR are generally shorter, resulting in more variables that are statistically significant. For example, using the standard quantile regression, the last variable (growth rate terms trade) is found significant at 0.05 level for $\tau = 0.1, 0.2, 0.6, 0.7, 0.8, 0.9$, while it is found significant at all $\tau \in \{0.1, \ldots, 0.9\}$ by using GMMRR.

6 Discussion

In this paper, we studied a new approach for simultaneously estimating multiple conditional quantiles, motivated by reduced rank regression. We derived the most efficient estimating equations based on the GMM principle and proposed an estimator that is easy to compute and performs nearly as well as the most efficient one. The proposed method improves efficiency by sharing information across different quantiles levels and was shown empirically to attain more accurate estimates for the coefficients.

Although empirically we do not find any problem in numerical convergence, we are not able to provide further convergence analysis of the algorithm. For (11), besides that the derivative of the loss is not smooth, another technical problem is to show that the computed quantities are bounded. For (12), the problem is even nonconvex in $D$ or $A$ (when the other is fixed) and thus even harder to say something about convergence. Fortunately, for our problem it is trivial to get a good initial estimator by standard quantile regression and thus we are working in a small neighborhood of the optimum. For check-loss based problem (11), as suggested by a reviewer, using existing MM algorithm for quantile regression such as in Hunter and Lange (2000), the quantile loss can be majorized by a quadratic function and it might be possible to update $B$ directly which may be more amenable to convergence analysis. However, this does not seem to work for the GMM estimator and thus we choose to use the alternating update algorithm for both loss-based and the
GMM estimator.

In this paper we focus on the prediction performance of the proposed method, which serves as its main motivation. By the well-known relationships between reduced-rank regression and factor analysis, one might be tempted to interpret $X^TD$ as some type of low-dimensional factors. However, it is not clear whether this is useful in practice and the fact that solutions with different rank values are generally not nested making interpretation even more difficult. Further investigations in this direction may be deserved.

Several other extensions of the proposed methodology are of interest. For example, it can be extended to the semiparametric quantile models studied in [Kim (2007); Lian (2012); Wang et al. (2009) etc. to improve efficiency. A problem that is not addressed in the current study is the problem of crossing quantiles. Many methods have been proposed in the literature to deal with this {Bondell et al.; 2010} [Chernozhukov et al.; 2010] [Dette and Volgushev; 2008] [He; 1997]. How to combine these methods with our approach can be an interesting research topic in the future. Finally, it is worthwhile to consider the case $p$ is diverging with the sample size given the interests in high-dimensional analysis in the statistical community.
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Table 1: Simulation results for Examples 1-3 based on 100 generated data sets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE (ISE)</td>
<td>MSE (ISE)</td>
<td>MSE (ISE)</td>
</tr>
<tr>
<td>naive(3)</td>
<td>14.075(4.493)</td>
<td>19.663(6.831)</td>
<td>19.444(6.262)</td>
</tr>
<tr>
<td>GMM(6)</td>
<td>13.935(4.472)</td>
<td>19.150(6.836)</td>
<td>19.018(6.248)</td>
</tr>
<tr>
<td>OPT(4)</td>
<td>13.996(4.504)</td>
<td>19.206(6.832)</td>
<td>19.268(6.252)</td>
</tr>
<tr>
<td>ORACLE(4)</td>
<td>13.350(4.288)</td>
<td>18.727(6.555)</td>
<td>18.802(5.999)</td>
</tr>
<tr>
<td>naive.RR(7)</td>
<td>12.057(4.085)</td>
<td>15.790(6.332)</td>
<td>15.918(6.248)</td>
</tr>
<tr>
<td>GMMRR(8)</td>
<td>10.598(3.824)</td>
<td>15.382(6.281)</td>
<td>15.918(6.248)</td>
</tr>
<tr>
<td>OPT.RR(9)</td>
<td>10.694(3.841)</td>
<td>15.490(6.307)</td>
<td>15.790(6.332)</td>
</tr>
<tr>
<td>ORACLE.RR(9)</td>
<td>10.349(3.772)</td>
<td>15.251(6.121)</td>
<td>15.382(6.281)</td>
</tr>
<tr>
<td>CQR</td>
<td>8.869(2.832)</td>
<td>26.261(6.798)</td>
<td>30.362(4.115)</td>
</tr>
<tr>
<td></td>
<td>6.683(0.713)</td>
<td>1.479(0.453)</td>
<td>1.658(0.506)</td>
</tr>
<tr>
<td></td>
<td>2.754(0.072)</td>
<td>4.137(0.110)</td>
<td>3.689(0.116)</td>
</tr>
<tr>
<td></td>
<td>2.754(0.073)</td>
<td>4.129(0.109)</td>
<td>3.679(0.113)</td>
</tr>
<tr>
<td></td>
<td>2.639(0.069)</td>
<td>3.714(0.100)</td>
<td>3.681(0.114)</td>
</tr>
<tr>
<td></td>
<td>2.523(0.068)</td>
<td>3.736(0.106)</td>
<td>3.528(0.109)</td>
</tr>
<tr>
<td></td>
<td>2.398(0.067)</td>
<td>3.676(0.097)</td>
<td>3.367(0.104)</td>
</tr>
<tr>
<td></td>
<td>2.344(0.063)</td>
<td>4.324(0.119)</td>
<td>3.894(0.125)</td>
</tr>
</tbody>
</table>
Table 2: Comparison of the standard error estimates based on asymptotic normality using \((19)\) (\(\hat{se}\)) and the standard error calculated based on the sample standard deviation of 100 repetitions (\(se\)).

<table>
<thead>
<tr>
<th>Method</th>
<th>(\tau = 0.1)</th>
<th>(\tau = 0.3)</th>
<th>(\tau = 0.5)</th>
<th>(\tau = 0.7)</th>
<th>(\tau = 0.9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1</td>
<td>(\beta_1)</td>
<td>(\beta_4)</td>
<td>(\beta_1)</td>
<td>(\beta_4)</td>
<td>(\beta_1)</td>
</tr>
<tr>
<td>(se)</td>
<td>0.206</td>
<td>0.213</td>
<td>0.161</td>
<td>0.157</td>
<td>0.154</td>
</tr>
<tr>
<td>(se)</td>
<td>0.223</td>
<td>0.221</td>
<td>0.175</td>
<td>0.174</td>
<td>0.167</td>
</tr>
<tr>
<td>Example 2</td>
<td>(\beta_1)</td>
<td>(\beta_4)</td>
<td>(\beta_1)</td>
<td>(\beta_4)</td>
<td>(\beta_1)</td>
</tr>
<tr>
<td>(se)</td>
<td>0.276</td>
<td>0.282</td>
<td>0.211</td>
<td>0.212</td>
<td>0.211</td>
</tr>
<tr>
<td>(se)</td>
<td>0.306</td>
<td>0.303</td>
<td>0.237</td>
<td>0.234</td>
<td>0.228</td>
</tr>
<tr>
<td>Example 3</td>
<td>(\beta_1)</td>
<td>(\beta_4)</td>
<td>(\beta_1)</td>
<td>(\beta_4)</td>
<td>(\beta_1)</td>
</tr>
<tr>
<td>(se)</td>
<td>0.492</td>
<td>0.487</td>
<td>0.353</td>
<td>0.347</td>
<td>0.146</td>
</tr>
<tr>
<td>(se)</td>
<td>0.504</td>
<td>0.516</td>
<td>0.341</td>
<td>0.348</td>
<td>0.173</td>
</tr>
</tbody>
</table>

Table 3: Percentage of times that the correct rank is selected, for Simulation Examples 1-3.

<table>
<thead>
<tr>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>naive.RR</td>
<td>GMMRR</td>
<td>OPT.RR</td>
</tr>
<tr>
<td>76</td>
<td>82</td>
<td>82</td>
</tr>
</tbody>
</table>

Table 4: Prediction errors and selected rank for the Barro data.

<table>
<thead>
<tr>
<th>naive (3)</th>
<th>GMM(6)</th>
<th>OPT(4)</th>
<th>naive.RR(7)</th>
<th>GMMRR(8)</th>
<th>OPT.RR(9)</th>
<th>CQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>rank</td>
<td>NA</td>
<td>NA</td>
<td>2.30</td>
<td>2.08</td>
<td>2.20</td>
<td>NA</td>
</tr>
</tbody>
</table>
Figure 1: Estimates and 95% confidence interval for the Barro data, using standard quantile regression (3).
Figure 2: Estimates and 95% confidence interval for the Barro data, using GMMRR (8).