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A Collocation Method for the Sequential Testing of a Gamma Process

B. Buonaguidi∗ P. Muliere†

Abstract

We study the Bayesian problem of sequential testing of two simple hypotheses about the parameter α > 0 of a Lévy gamma process. The initial optimal stopping problem is reduced to a free-boundary problem, where at the unknown boundary points, separating the stopping and continuation set, the principles of the smooth and/or continuous fit hold and the unknown value function satisfies on the continuation set a linear integro-differential equation. Due to the form of the Lévy measure of a gamma process, determining the solution of this equation and the boundaries is not an easy task. Hence, instead of solving the problem analytically, we use a collocation technique: the value function is replaced by a truncated series of polynomials with unknown coefficients, that, together with the boundary points, are determined by forcing the series to satisfy the boundary conditions and, at fixed points, the integro-differential equation. The proposed numerical technique is finally employed in well understood problems to assess its efficiency.
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1 Introduction

Establishing the correct distributional properties of a sequentially observed stochastic process is of fundamental importance in many practical problems, as well as a challenging task from a theoretical viewpoint. In this paper it is assumed that at time \( t = 0 \) we begin to follow the evolution of a Lévy gamma process \( X = (X_t)_{t \geq 0} \) with parameter \( \alpha > 0 \): its sequential testing consists of picking a stopping time \( \tau \) of \( X \) and a decision function \( d \), expressing which of the two simple hypotheses initially formulated about \( \alpha \) might be accepted at time \( \tau \), so that a risk value function is minimized. The problem is analyzed within the Bayesian framework, where a priori distribution on the correctness of the hypotheses is given and the goal is the minimization of the sum between the expected cost of the observation process and the expected loss one suffers if a final wrong decision is made.

Problems of sequential testing for continuous time processes have been widely studied in the literature and can be distinguished in two areas depending on the sample paths of the observed process: the first area contains the works of Shiryaev [24, sec. 4.2], Gapeev and Peskir [10], Gapeev and Shiryaev [11] and Shiryaev and Zhitlukhin [25], where solutions to the Bayesian sequential
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testing for the drift of a Wiener process or a more general diffusion process are provided; the second area includes the works of Peskir and Shiryaev [21], Gapeev [9], Dayanik and Sezer [5], Dayanik et al. [4], Dayanik and Sezer [6] and Ludkovski and Sezer [19], who study problems of sequential testing for jumping processes of compound Poisson type. Hence, while in the first area the analyzed processes have continuous patterns, in the second one the observed processes show the feature to jump a finite number of times on any finite time interval.

The novelty of this paper is the analysis of the Bayesian sequential testing for a gamma process, which is a purely jump process with infinitely many positive jumps on any finite time interval. The value function and the optimal stopping boundaries of the initial optimal stopping problem for the posterior probability process are shown to be the solution of a free-boundary problem: the value function satisfies at the stopping boundaries the principles of the smooth and/or continuous fit and solves on the continuation set a linear integro-differential equation. Unfortunately a complication arises: determining an explicit solution of the free-boundary problem appears to be extremely complex. This requires devising a suitable numerical technique.

The successive approximation scheme adopted in Dayanik and Sezer [5] for the sequential testing of a compound Poisson process cannot be applied, since the gamma process is not a compound Poisson process. A collocation approach is thus developed. It relies on replacing the value function in the free-boundary problem with a truncated series of polynomials with unknown coefficients (in particular, the Chebyshev polynomials are used) and forcing it to solve the boundary conditions and, at a fixed number of points, the integro-differential equation. The number of points is chosen so that, taking into account the boundary conditions, the number of equations coincides with the number of the unknown variables, that is, the coefficients of the series and the stopping boundaries. This approach is a modification of the well known collocation method, widespread in mathematical physics and engineering for solving boundary value problems (that is, the boundary points are known in advance), and is another interesting feature of our work. Its efficiency is illustrated in problems where exact solutions are available.

The paper is organized as follows: in Section 2, after having recalled the main properties of a gamma process and having defined more formally the problem initially introduced, the original optimal stopping problem for the posterior probability process is reduced to a free-boundary problem; in Section 3, we show how its numerical solution can be accurately derived by a collocation approach; in Section 4, we compare exact and collocation solutions of well understood sequential testing problems. Section 5 contains a summary discussion. The proofs of the results provided in Section 2 are deferred to the Appendix, as well as a basic introduction on the collocation method and Chebyshev polynomials.

The sequential testing for a gamma process was already thought by Dvoretzky et al. [7, p. 255], but, to the best of our knowledge, a solution has never been provided. Our study is a natural continuation of the arguments contained in Buonaguidi and Muliere [3] and is motivated by the extensive use of the gamma process in risk theory (Dufresne et al. [8]), degradation and failure models (Lawless and Crowder [17], Park and Padgett [20]), maintenance and reliability (Van Noortwijk [26]).

2 Sequential Testing of a Gamma Process

In this section, we begin the analysis of the sequential testing for a gamma process. The interest in this problem was raised in Buonaguidi and Muliere [3, p. 69].

A gamma process \( X = (X_t)_{t \geq 0} \) of parameter \( \alpha > 0 \) is a Lévy process with Lévy-Khintchine
representation

\[ E \left[ e^{izX_t} \right] = \exp \left\{ t \int_0^{\infty} (e^{izx} - 1) \frac{e^{-\alpha x}}{x} \, dx \right\} = \left( \frac{\alpha}{\alpha - iz} \right)^t, \quad z \in \mathbb{R}, \quad (2.1) \]

where \( v(dx) = x^{-1} e^{-\alpha x} 1_{(0,\infty)}(dx) \) is the so called Lévy measure. Using standard arguments based on Sato [23, ch. 4], the following properties are easily inferred from (2.1): 1) \( X \) is a purely jump process; 2) \( X \) is not a compound Poisson process and its jumping times are countable and dense in \([0, \infty)\) a.s.; 3) \( X \) is a subordinator, that is \( t \mapsto X_t \) is increasing (in particular this map is strictly increasing and not continuous anywhere a.s.); 4) \( X \) has sample paths of finite variation; 5) \( X_t, t \geq 0 \), has gamma distribution, whose density is given by

\[ f_t(x; \alpha) = \frac{\alpha^t}{\Gamma(t)} x^{t-1} e^{-\alpha x} 1_{(0,\infty)}(x). \quad (2.2) \]

The second property means that for any \( t > 0 \) \( X \) has infinitely many jumps on \((0, t)\) and is a direct consequence of \( v(\mathbb{R}) = \infty \), while the fourth one arises from \( \int_{-1}^{1} |x| v(dx) < \infty \). For a deeper investigation on the properties of the gamma process we refer to Kyprianou [14, sec. 1.2 and 2.6], James et al. [13] and Yor [27]. Figure 1 below shows two simulated paths of a gamma process.

Figure 1: Two simulated paths of a gamma process \( X = (X_t)_{t \geq 0} \). We set \( \alpha = 5 \) and \( \alpha = 3 \) for the left and right drawing, respectively.

2.1 Formulation of the Problem

On the filtered statistical space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \{P_1, P_0\})\) the process \( X = (X_t)_{t \geq 0} \) is defined and is assumed to be a gamma process of parameter \( \alpha_i > 0 \) under \( P_i, i = 0, 1 \). Let \( \alpha \) be an \( \mathcal{F}_0 \)-measurable random variable independent of \( X \); under the probability measure \( P_\pi \), defined by

\[ P_\pi = \pi P_1 + (1 - \pi) P_0, \quad \pi \in [0,1], \quad (2.3) \]
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A simple application of Bayes theorem shows that \( \alpha \) takes value \( \alpha_1 \), with probability \( \pi \), and \( \alpha_0 \), with probability \( 1 - \pi \), where \( \pi \) is given. In order to test the two simple hypotheses

\[
H_0: \alpha = \alpha_0 \quad V \quad H_1: \alpha = \alpha_1, \quad \alpha_0 > \alpha_1,
\]

we are allowed to sequentially observe \( X \). Let \( \mathcal{F}_s^X = \sigma\{X_s: 0 \leq s \leq t\} \) and denote by \( (\tau, d) \) a sequential decision rule, where \( \tau \) is a stopping time of \( X \), that is an \( \mathcal{F}_\tau^X \)-measurable random variable, \( t \geq 0 \), and \( d \), called decision function, is an \( \mathcal{F}_\tau^X \)-measurable random variable, which, at the time \( \tau \), takes value \( i \), if \( H_i, i = 0, 1 \), must be accepted.

The Bayesian problem of sequentially testing (2.4) requires computing

\[
V(\pi) = \inf_{(\tau, d)} E_{\pi} [\tau + a \mathbf{1}_{(d=0,\alpha=\alpha_1)} + b \mathbf{1}_{(d=1,\alpha=\alpha_0)}], \quad a, b > 0,
\]

and determining the \( \pi \)-Bayes decision rule \((\tau^*_\pi, d^*_\pi)\) at which the infimum in the above expression is attained. By means of standard arguments based on Shiryaev [24, lemma 1, pp. 166-167], one can show that (2.5) is equivalent to the following optimal stopping problem

\[
V(\pi) = \inf_{\tau} E_{\pi} [\tau + g_{a,b}(\tau) ],
\]

where \((\pi_t)_{t\geq0}\), with \( \pi_t = P^X(\alpha = \alpha_t | \mathcal{F}_t^X) \), is the posterior probability process, \( g_{a,b}(\pi) = a\pi \wedge b(1-\pi) \) and the \( \pi \)-Bayes decision rule is \( d^*_\pi = 1 \), if \( \pi_{\tau^*_\pi} \geq c \), and \( d^*_\pi = 0 \), if \( \pi_{\tau^*_\pi} < c \), being \( c = b/(a+b) \).

Denoted by \( D = \{ \pi \in [0,1] : V(\pi) = g_{a,b}(\pi) \} \), the structure of the value function (2.6) and the general theory of optimal stopping (see, e.g., Peskir and Shiryaev [22, ch. 1] or Shiryaev [24, ch. 3]) imply that \( \tau^*_\pi = \inf\{t \geq 0 : \pi_t \in D, \pi_0 = \pi \} \) and that there exist two points \( A \) and \( B \), with \( 0 < A \leq c \leq B < 1 \), such that \( D = [0,A] \cup [B,1] \). \( D \) is called stopping set, while its complement \((A,B)\) is the continuation set.

Let \((\varphi_t)_{t\geq0}\) be the likelihood ratio process, defined by \( \varphi_t = d(P_t|\mathcal{F}_t^X)/d(P_0|\mathcal{F}_t^X) \); according to Sato [23, th. 33.2, p. 219],

\[
\varphi_t = \exp \left\{ (\alpha_0 - \alpha_1) X_t - t \int_0^\infty \left( e^{(\alpha_0-\alpha_1)x} - 1 \right) \frac{e^{-\alpha_0x}}{x} dx \right\} = \exp \left\{ (\alpha_0 - \alpha_1) X_t - \log \left( \frac{\alpha_0}{\alpha_1} \right) t \right\},
\]

where we used under the appropriate assumptions the well-known Frullani’s formula

\[
\int_0^\infty \frac{f(px) - f(qx)}{x} dx = [f(0) - f(\infty)] \log \left( \frac{q}{p} \right).
\]

For further reference set

\[
Y_t = (\alpha_0 - \alpha_1) X_t - \log \left( \frac{\alpha_0}{\alpha_1} \right) t.
\]

A simple application of Bayes theorem shows that

\[
\pi_t = \frac{\pi e^{Y_t}}{1 + \pi (e^{Y_t} - 1)}.
\]

Let \( \mu^X((0,t] \times H) = \sum_{s \leq t} \mathbf{1}(\Delta X_s \in H), H \in \mathcal{B}(\mathbb{R}^+ \setminus \{0\}) \), be the measure of jumps of the process \( X \); then, the expressions (2.7) and (2.10), together with a straightforward application of
Itô’s formula for purely jump Lévy processes, lead to the following stochastic differential equations:

\[
d\varphi_t = -\log \left( \frac{\alpha_0}{\alpha_1} \right) \varphi_t \, dt + \varphi_t \, \int_0^\infty \left( e^{(\alpha_0 - \alpha_1)x} - 1 \right) \mu^X(dx, dt), \quad \varphi_0 = 1, \tag{2.11}
\]

\[
d\pi_t = -\log \left( \frac{\alpha_0}{\alpha_1} \right) \pi_t(1 - \pi_t) \, dt + \int_0^\infty \pi_t \left( \frac{1 + \pi_t}{1 + \pi_t} \right) \left( e^{(\alpha_0 - \alpha_1)x} - 1 \right) \mu^X(dx, dt), \quad \pi_0 = \pi. \tag{2.12}
\]

### 2.2 Reduction of the Optimal Stopping Problem to a Free-Boundary Problem

We reduce the optimal stopping problem (2.6) to a free-boundary problem for the value function \( V(\pi) \) and the boundaries \( A \) and \( B \) defining the stopping region \( D \). To accomplish this task we need to determine the infinitesimal operator of \( (\pi_t)_{t \geq 0} \) and show some properties of the function \( V(\pi) \).

**Proposition 2.1.** Let \( f \in C^1[0, 1] \); then

\[
f(\pi_t) = f(\pi) + \int_0^t (\mathbb{L}f)(\pi_s^-) \, d\mathcal{M}_t,
\]

where \( \mathbb{L} \) is the infinitesimal operator of \( (\pi_t)_{t \geq 0} \) defined by

\[
(\mathbb{L}f)(\pi) = -\log \left( \frac{\alpha_0}{\alpha_1} \right) f'(\pi) \pi(1 - \pi)
\]

\[
+ \int_0^\infty \left[ f \left( \frac{\pi e^{-\alpha_1 x}}{1 - \pi e^{-\alpha_1 x} + \pi e^{-\alpha_1 x}} \right) - f(\pi) \right] \frac{(1 - \pi) e^{-\alpha_0 x} + \pi e^{-\alpha_1 x}}{x} \, dx
\]

and \( \mathcal{M} = (\mathcal{M}_t)_{t \geq 0} \), given by

\[
\mathcal{M}_t = \int_0^t \int_0^\infty \left[ f \left( \frac{\pi_s^- e^{-\alpha_1 x}}{(1 - \pi_s^-) e^{-\alpha_0 x} + \pi_s^- e^{-\alpha_1 x}} \right) - f(\pi_s^-) \right]
\]

\[
\times \left( \mu^X(dx, ds) - \frac{(1 - \pi_s^-) e^{-\alpha_0 x} + \pi_s^- e^{-\alpha_1 x}}{x} \, dx \, ds \right),
\]

is a local martingale with respect to \( (\mathcal{F}_t^X)_{t \geq 0} \) and \( P_\pi, \forall \pi \in [0, 1] \).

The next two propositions state that value function \( V(\pi) \) is continuous and that is smooth from the right at \( A \), whenever the interval \((A, B) \neq \emptyset \).

**Proposition 2.2.** The map \( \pi \mapsto V(\pi) \) in (2.6) is concave and thus continuous on \([0, 1]\).

**Proposition 2.3.** If the optimal stopping boundary \( A \) is strictly less than \( c = b/(a + b) \), then \( V(\pi) \) from (2.6) is differentiable from the right at \( A \) and we have

\[
V'(A^+) = a.
\]

Proposition 2.2 and 2.3 formally justify the so called principles of the smooth and continuous fit, stating that the value function \( V(\pi) \) must be smooth at \( A \) and just continuous at \( B \). The discovery of the continuous fit condition as variational principle alike the smooth fit is due to Peskir and Shiryaev [21]: it can be explained by noticing that the process \((\pi_t)_{t \geq 0}\), defined through (2.10) and (2.12), creeps downwards and jumps upwards, so that the boundary \( A \) is continuously crossed, while \( B \), at which the smooth fit breaks down, is passed by jumps only (see Figure 2).

The above facts, the strong Markov property of \((\pi_t)_{t \geq 0}\), evident from (2.12), and the general theory of optimal stopping (see, e.g., Peskir and Shiryaev [22, ch. 3 and 4] and Shiryaev [24, ch. 3])
Figure 2: A simulated path of the posterior probability process \((\pi_t)_{t \geq 0}\) as defined by (2.10) and (2.12), with \(\alpha_0 = 5\) and \(\alpha_1 = 3\). It is assumed that the true hypothesis is \(\alpha = \alpha_1\).

naturally lead to the formulation of the following free-boundary problem, for the unknown function \(V\) and the unknown boundaries \(A\) and \(B\):

\[
\begin{align*}
LV &= -1 \quad \text{for} \quad \pi \in (A, B), \\
V &= g_{a,b} \quad \text{for} \quad \pi \notin (A, B), \\
V &< g_{a,b} \quad \text{for} \quad \pi \in (A, B), \\
V(A+) &= aA \quad \text{(continuous fit)}, \\
V'(A) &= a \quad \text{(smooth fit)}, \\
V(B-) &= b(1 - B) \quad \text{(continuous fit)}.
\end{align*}
\] (2.17)\-(2.22)

2.3 Existence, Uniqueness and Optimality of the Solution

We are going to see that if a solution to the free-boundary problem (2.17)-(2.22) exists, then it is unique and coincides with the one of the optimal stopping problem (2.6).

For a fixed \(B > c\), consider on the interval \(I_B = (0, B]\) the integro-differential equation defined by (2.14) and (2.17). Denote by \(V(\pi; B)\), \(\pi \in I_B\), its solution. Notice that the function

\[
S(\pi, x) = \frac{\pi e^{-\alpha_1 x}}{(1 - \pi) e^{-\alpha_0 x} + \pi e^{-\alpha_1 x}}, \quad \pi \in I_B, \quad x \geq 0,
\] (2.23)

appearing in (2.14), is increasing in \(x\), \(\lim_{x \to \infty} S(\pi, x) = 1\) and, according to (2.18) and (2.22), leads us to set \(V(S(\pi, x); B) = b(1 - S(\pi, x))\), whenever \(\pi \in I_B\) and \(x \geq \log \left(\frac{1-\pi}{\pi} \frac{B}{1-B}\right)/(\alpha_0 - \alpha_1) = :\)
where $L$ is the operator defined by

$$(L_B f)(\pi) = -\log \left( \frac{\alpha_0}{\alpha_1} \right) f'(\pi) \pi (1 - \pi) + b(1 - \pi) \int_0^\infty e^{-\alpha_0 x} \frac{dx}{x} - f(\pi) \int_0^\infty \left( 1 - \pi \right) e^{-\alpha_0 x} + \pi e^{-\alpha_1 x} \frac{dx}{x} + \int_0^{x^*(\pi; B)} \left[ f(S(\pi, x)) - f(\pi) \right] \left( 1 - \pi \right) e^{-\alpha_0 x} + \pi e^{-\alpha_1 x} \frac{dx}{x} + 1, \quad \pi \in I_B. \quad (2.26)$$

**Proposition 2.4.** For any fixed $B > c$, (2.24)-(2.25) has a unique continuously differentiable solution $V(\pi; B)$, $\pi \in I_B$.

The map $\pi \mapsto V(\pi; B)$, $\pi \in I_B$, hits the map $\pi \mapsto b(1 - \pi)$ at $B$, because of the continuous fit principle (2.22) and (2.25). The condition ensuring the existence of a special (unique) pair of points $A^*$ and $B^*$, at which the map $\pi \mapsto V(\pi; B^*)$ smoothly hits $\pi \mapsto a\pi$ and hits $\pi \mapsto b(1 - \pi)$, respectively, is given in the next proposition.

**Proposition 2.5.** There exist a unique function $V$ and a unique pair of points $A^*$ and $B^*$, which solve the free-boundary problem (2.17)-(2.22), defined through the integro-differential operator (2.14), if and only if

$$\lim_{B \downarrow c} V'(B - ; B) < a. \quad (2.27)$$

In this case we have

$$V(\pi) = \begin{cases} V(\pi; B^*) & \text{for } \pi \in (A^*, B^*) \\ g_{a,b}(\pi) & \text{for } \pi \in [0, A^*] \cup [B^*, 1] \end{cases} \quad (2.28)$$

where the map $\pi \mapsto V(\pi; B)$, $\pi \in I_B$, is the unique continuously differentiable solution of (2.24)-(2.25) and $A^*$ and $B^*$ uniquely solve

$$V(A^*; B^*) = aA^*, \quad V'(A^*; B^*) = a. \quad (2.29)$$

Finally, the next theorem connects the free-boundary problem (2.17)-(2.22) with the optimal stopping problem (2.6).

**Theorem 2.1.** The $\pi$-Bayes decision rule $(\tau^*_\pi, d^*_\pi)$ for the sequential testing of the two simple hypotheses (2.4) concerning the parameter $\alpha$ of a gamma process:

I) if (2.27) and $\partial(LV)(\pi)/\partial \pi \leq 0$, $\pi \in [0, A^*)$, hold, is given by $\tau^*_\pi = \inf \{ t \geq 0 : \pi_t \notin (A^*, B^*) \}$, $d^*_\pi = 0$ (accept $H_0 : \alpha = \alpha_0$), if $\pi_{\tau^*_\pi} \leq A^*$, and $d^*_\pi = 1$ (accept $H_1 : \alpha = \alpha_1$), if $\pi_{\tau^*_\pi} \geq B^*$. The stopping boundaries $0 < A^* < c < B^* < 1$ and the value function $V$ in (2.6) are given by means of (2.28) and (2.29);

II) if (2.27) does not hold, becomes trivial: $\tau^*_\pi = 0$, $d^*_\pi = 0$, if $\pi < c$, and $d^*_\pi = 1$, if $\pi \geq c$. The value function $V(\pi)$ is therefore equal to $g_{a,b}(\pi)$, for $\pi \in [0, 1]$.

The proofs of all the above results can be found in Appendix A.
3 A Collocation Method for the Free-Boundary Problem

As seen in Subsection 2.3, the solution to the free-boundary problem (2.17)-(2.22) requires evaluating the map \( \pi \mapsto V(\pi; B) \), solving (2.24)-(2.25), and, if the condition (2.27) is satisfied, determining the smooth and continuous fit points \( A^* \) and \( B^* \), respectively. The problem is that explicitly finding \( V(\pi; B) \) is not an easy task. This is due to presence of the integration variable \( x \) at the denominator of the fraction in the last integral of (2.26), which makes the integro-differential equation (2.24) extremely difficult to solve: one can observe that the source of this complication is the Lévy measure of a gamma process.

In this section we approach the free-boundary problem (2.17)-(2.22) numerically. In particular, we propose a modified version of the collocation method based on Chebyshev polynomials: this technique will allow us to get very accurate solutions. We refer to Appendix B for an introduction on the collocation method and Chebyshev polynomials.

3.1 Identifying the Continuation Set

Denote \( \{ T^*_i \}_{i \geq 0} \) the family of shifted Chebyshev polynomials on the interval \( I = [0,1] \), that is, \( T^*_i = T^i_1 \), being \( T^i_1 \), \( i \geq 0 \), defined by (B.15) in Appendix B.2. For a fixed \( B > c \) and a sufficiently large \( n \geq 0 \), consider an approximation \( V_n(\pi; B) \) of \( V(\pi; B) \) given by

\[
V(\pi; B) \approx V_n(\pi; B) = \sum_{i=0}^{n} w_i(B) T^*_i(\pi).
\]

(3.1)

As discussed in Appendix B.1 and according to (2.24)-(2.25), the \( n + 1 \) coefficients \( w_i(B) \) can be determined as solution of the following linear system of \( n + 1 \) equations

\[
(L_B V_n)(\pi_i; B) = 0, \quad i = 1, \ldots, n,
\]

(3.2)

\[
V_n(B; B) = b(1 - B),
\]

(3.3)

where \( L_B \) is defined in (2.26) and \( \{ \pi_1, \ldots, \pi_n \} \) are \( n \) collocation nodes in \( I_B = (0, B] \). As \( n \) increases, the uniform convergence of \( V_n(\pi; B) \) to \( V(\pi; B) \) on any compact interval is ensured by the Weierstrass approximation theorem and the continuity of \( V(\pi; B) \), as stated in Proposition 2.4; the latter also guarantees that the coefficients \( w_i(B) \), solution to (3.2)-(3.3), are well identified, due to the uniqueness of \( V(\pi; B) \).

Solving the problem (3.2)-(3.3) for several values of \( B \) allows us to check if (2.27) is satisfied and, in this case, to have a plausible idea on the continuation set \( (A^*, B^*) \). Let us explain this claim by means of two examples.

In the first one, we set \( a = b = 0.5 \) (hence \( c = 0.5 \)), \( \alpha_0 = 5 \), \( \alpha_1 = 1 \) and we fix \( n = 8 \) in (3.1); the Figure 3-a shows that even for values of \( B \) very close to \( c \) (we used \( B = 0.51, 0.55, 0.59 \)), the maps \( \pi \mapsto V_n(\pi; B), \pi \in I_B = (0, B] \), obtained as solutions of (3.2)-(3.3) (we used as collocation nodes a set of \( n \) equally spaced nodes in \( [0.1, B] \)), never intersect the map \( \pi \mapsto a \pi \). It means that (2.27) fails to hold: the free-boundary problem does not admit a solution and the solution of the optimal stopping problem (2.6) becomes trivial (see point (II) of Theorem 2.1).

In the second example, we set \( a = b = 5 \) (hence \( c = 0.5 \)), \( \alpha_0 = 5 \), \( \alpha_1 = 1 \) and \( n = 8 \) in (3.1); then, the system (3.2)-(3.3) has been solved for \( B = 0.55, 0.58, 0.61, 0.64, 0.67, 0.70 \) (again, a set of \( n \) equally spaced collocation nodes in \( [0.1, B] \) has been used). The associated maps \( \pi \mapsto V_n(\pi; B) \) are shown in Figure 3-b: one can observe that (2.27) is satisfied, since there exist values of \( B > c \) for which \( \pi \mapsto V_n(\pi; B) \) intersects \( \pi \mapsto a \pi \); thus, moving \( B \) on \((c, 1)\) from the left to the right, one can notice the existence of a unique pair of points \( A^* \) and \( B^* \) at which the continuous and smooth
fit conditions (2.20)-(2.22) hold. We observe that $A^* \in (0.2, 0.3)$ and $B^* \in (0.64, 0.67)$ (of course, we can make these intervals more precise by solving (3.2)-(3.3) for values of $B \in (0.64, 0.67)$).

Figure 3: Two computer drawings of the maps $\pi \mapsto V_n(\pi; B)$ solving (3.2)-(3.3), with $n = 8$. On the left, a situation where the maps $\pi \mapsto V_n(\pi; B)$ never cross $\pi \mapsto a\pi$, even when $B \downarrow c$: the free-boundary problem (2.17)-(2.22) does not have a solution, so that the optimal stopping problem (2.6) becomes trivial; on the right, the more interesting situation where the condition (2.27) holds: it is evident that there exist $A^* \in (0.2, 0.3)$ and $B^* \in (0.64, 0.67)$ such that $\pi \mapsto V_n(\pi; B^*)$ hits smoothly $\pi \mapsto a\pi$ at $A^*$.

3.2 Extension of the Collocation Method

Once we have checked the free-boundary problem (2.17)-(2.22) admits a solution (that is, (2.27) is satisfied), we have to compute the optimal boundary points $A^*$, $B^*$ and the map $\pi \mapsto V(\pi; B^*)$, $\pi \in (A^*, B^*)$. This task requires an extension of the collocation method presented in Appendix B and adopted in the previous subsection, because the interval $(A^*, B^*)$ on which $V(\pi; B^*)$ is defined is unknown, as well as $V(\pi; B^*)$ itself.

For a sufficiently large $n \geq 0$, let $V_n(\pi; B^*)$ be an approximation of $V(\pi; B^*)$, expressed as linear combination of the first $n + 1$ shifted Chebyshev polynomials on $[0, 1]$: $V_n(\pi; B^*) = \sum_{i=0}^{n} w_i(B^*) T_i^{*}(\pi), \quad \pi \in I_{B^*} = (0, B^*]. \quad (3.4)$

Solving the free-boundary problem (2.17)-(2.22) reduces therefore to determining the $n + 1$ coefficients $w_i(B^*)$ and the two points $A^*$ and $B^*$. Since the map $\pi \mapsto V(\pi; B^*)$ solves on $I_{B^*}$ the integro-differential equation (2.24)-(2.25) and satisfies (2.29), our problem boils down to solving the following system of $n + 3$ non-linear equations:

\[(L_{B^*} V_n)(\pi_i; B^*) = 0, \quad i = 1, \ldots, n, \quad (3.5)\]
\[V_n(A^*; B^*) = a A^*, \quad (3.6)\]
\[V_n'(A^*; B^*) = a, \quad (3.7)\]
\[V_n(B^*; B^*) = b(1 - B^*), \quad (3.8)\]
where $L_{B^*}$ is defined by (2.26) and the $n$ collocation nodes $\{\pi_1, ..., \pi_n\}$ are chosen so that they are less than $B^*$. We observe that even though $B^*$ is not known, the procedure developed in Subsection 3.1 for identifying the continuation set allows us to reasonably establish an open neighbourhood of $B^*$, say $(k_1, k_2)$. Then, we can fix $\pi_i \leq k_i$, $i = 1, ..., n$. The system (3.5)-(3.8) can be handled by means of standard numerical techniques: the $n+1$ coefficients $w_i(B^*)$ and $A_n^*$ and $B_n^*$, approximating the true values $A^*$ and $B^*$, are well identified and rapidly computed, as consequence of the uniqueness argument of Proposition 2.5.

Once the solution to (3.5)-(3.8) has been determined, according to Theorem 2.1 point (I), the following approximated $\pi$-Bayes decision rule can be used to test the two simple hypotheses (2.4) for a gamma process of parameter $\alpha$:

$$
\tau^\star_{n,\pi} = \inf\{t \geq 0 : \pi_t \notin (A_n^*, B_n^*)\},
$$

$$
d_{n,\pi}^\star = \begin{cases}
0 & \text{(accept } H_0) \text{ if } \pi_{\tau^\star_{n,\pi}} \leq A_n^* \\
1 & \text{(accept } H_1) \text{ if } \pi_{\tau^\star_{n,\pi}} \geq B_n^*.
\end{cases}
$$

(3.9)

(3.10)

The value function $V(\pi)$ from (2.6) and (2.28) can be approximated by

$$
V_n(\pi) = \begin{cases}
V_n(\pi; B_n^*) & \text{for } \pi \in (A_n^*, B_n^*) \\
g_{a,b}(\pi) & \text{for } \pi \in [0, A_n^*] \cup [B_n^*, 1].
\end{cases}
$$

(3.11)

Similarly to Appendix B.3, we can assess the quality of the approximation in two ways: the first one relies on the fact that $V_n(\pi; B_n^*)$ must satisfy $(L_{B_n^*} V_n)(\pi; B_n^*) \approx 0$, for any $\pi \in [A_n^*, B_n^*]$. Then, we can increase $n$ until

$$
M_n = \sup_{\pi \in (A_n^*, B_n^*)} |(L_{B_n^*} V_n)(\pi; B_n^*)| < \epsilon, \quad \epsilon > 0.
$$

(3.12)

The second one is based on the convergence of $\{V_n\}$: defining by

$$
\rho_n = \sup_{\pi \in (0,1]} \left| \frac{V_n(\pi) - V_{n-1}(\pi)}{V_{n-1}(\pi)} \right|, \quad n \geq 1,
$$

(3.13)

the maximum relative distance between $V_n$ and $V_{n-1}$, we can increase $n$ until $\rho_n < \delta$, $\delta > 0$.

To illustrate the above procedure, let us continue the analysis of the second example described in the previous subsection, where we checked that the free-boundary problem (2.17)-(2.22) admits a unique solution when $a = b = 5$, $\alpha_0 = 5$ and $\alpha_1 = 1$; further, we observed that $A^* \in (0.2, 0.3)$ and $B^* \in (0.64, 0.67)$. For different values of $n$ in (3.4) and $n$ equally spaced collocation nodes in the interval $I$, the next table shows the values of $A_n^*$, $B_n^*$, obtained as solution of (3.5)-(3.8), $M_n$ and $\rho_n$ (the latter expresses the maximum relative distance between the value functions $V_n$ associated to two consecutive $n$ of Table 1).

<table>
<thead>
<tr>
<th>$n$</th>
<th>$I$</th>
<th>$A_n^<em>-B_n^</em>$</th>
<th>$M_n$</th>
<th>$\rho_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>[0.1, 0.64]</td>
<td>0.2577-0.6457</td>
<td>0.1251</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>[0.1, 0.64]</td>
<td>0.2525-0.6503</td>
<td>0.0207</td>
<td>0.0157</td>
</tr>
<tr>
<td>8</td>
<td>[0.1, 0.64]</td>
<td>0.2541-0.6510</td>
<td>0.0143</td>
<td>0.0013</td>
</tr>
<tr>
<td>40</td>
<td>[0.01, 0.64]</td>
<td>0.2541-0.6511</td>
<td>0.0060</td>
<td>1.8 $\times$ 10$^{-4}$</td>
</tr>
</tbody>
</table>
From Table 1 we notice that the value function $V_n$ and the boundaries $A^*_n$ and $B^*_n$ are almost the same when $n = 8$ and $n = 40$: this is due to the rapid convergence of the series of Chebyshev polynomials. Figure 4-a below shows the maps $\pi \mapsto V_n(\pi; B^*_n)$ and $\pi \mapsto V_n(\pi)$ when $n = 8$: Figure 4-b shows that $(LV)(\pi) \approx (LV_n)(\pi)$ is decreasing on $(0, A^*_n)$: then, Theorem 2.1 point (I) applies.

![Figure 4:](image)

**Figure 4:** (a) A computer drawing of the map $\pi \mapsto V_n(\pi)$ (bold curve), as defined in (3.11), with $a = b = 5$, $\alpha_0 = 5$, $\alpha_1 = 1$ and $n = 8$ in (3.4). The set $D = [0, A^*_n] \cup [B^*_n, 1]$ is the stopping region, where $V_n = g_{a,b}$, while $(A^*_n, B^*_n) = (0.2541\ldots, 0.6510\ldots)$ is the continuation set, on which $V_n(\pi) = V_n(\pi; B^*_n)$. We notice that $V_n(\pi)$ is differentiable at $A^*_n$, while is just continuous at $B^*_n$, in accordance with the principle of continuous and smooth fit (2.20)-(2.22). (b) A computer drawing of the map $\pi \mapsto (LV_n)(\pi)$, $\pi \in [0, A^*_n)$, with $L$ given by (2.14). The same parameters of Figure 4-a have been used. We notice that $\pi \mapsto (LV_n)(\pi)$ is strictly decreasing on $[0, A^*_n)$: according to Theorem 2.1 point (I), the solution of the free-boundary problem (2.17)-(2.22) coincides with that of the optimal stopping problem (2.6).

### 4 Use of the Collocation Method in Well Known Problems

In this section, we apply the collocation approach illustrated in Section 3 to four problems of sequential testing, for which explicit solutions are available in the literature. In particular, we consider the sequential testing of two simple hypotheses for a Wiener process with drift (Shiryaev [24, sec. 4.2]), a Poisson process (Peskir and Shiryaev [21]), a compound Poisson process with exponential jumps (Gapeev [9]) and a negative binomial process (Buonaguidi and Muliere [3]).

Analogously to Subsection 2.1, let $P_0$ and $P_1$ be the probability measures under which the two hypotheses $H_0$ and $H_1$ we want to test are true with probability one, respectively, $P_\pi$ be the probability measure defined in (2.3) and $\pi_t = P_\pi(H_1)$ is true $|\mathcal{F}_t^X|$, $t \geq 0$, be the posterior probability process. The goal is to solve the optimal stopping problem (2.6): we compute the value functions and the optimal boundary points by means of our method and we compare them with the exact ones. This allows us to assess the efficiency of the proposed numerical technique.
4.1 Sequential Testing of a Wiener Process

Let $X = (X_t)_{t \geq 0}$ be a Wiener process with drift $\gamma$, that is, $X_t = \gamma t + \sigma W_t$, where $\sigma > 0$ and $W = (W_t)_{t \geq 0}$ is a standard Wiener process. The two hypotheses to sequentially test are

$$H_0 : \gamma = \gamma_0 \quad V_s \quad H_1 : \gamma = \gamma_1.$$  \hfill (4.1)

It is well known that $\pi_t$ is given by (2.10), with $Y_t$ replaced by

$$Y_t^\pi = \frac{\gamma_1 - \gamma_0}{\sigma^2} \left( X_t - \frac{t}{2} (\gamma_1 + \gamma_0) \right),$$  \hfill (4.2)

and that the infinitesimal generator $L^\pi$ of $(\pi_t)_{t \geq 0}$ is

$$(L^\pi f)(\pi) = \frac{1}{2} \frac{(\gamma_1 - \gamma_0)^2}{\sigma^2} \pi^2 (1 - \pi)^2 f''(\pi).$$  \hfill (4.3)

One can show that the unknown value function $V$ from (2.6) and the unknown boundaries $A$ and $B$ satisfy the free-boundary problem (2.17)-(2.22) (with $L^\pi$ in place of $L$), as well as the smooth fit condition at $B$

$$V'(B) = -b.$$  \hfill (4.4)

For a fixed $B > c$, let $V(\pi; B)$, $\pi \in (0, B]$, be the function solving (2.17), (2.22), (4.3) and (4.4) (see Shiryaev [24, eq. 4.70]). $V$ is thus expressed by (2.28) and the optimal stopping boundaries $A^*$ and $B^*$ are the unique solution of (2.29).

If we approximate $V(\pi; B^*)$ by $V_n(\pi; B^*)$ as in (3.4), the problem reduces to determining the $n + 1$ coefficients of $V_n(\pi; B^*)$, $A^*$ and $B^*$, that is, the following system of $n + 3$ non-linear equations must be solved:

$$(L^\pi V_n)(\pi_i; B^*) = -1, \quad i = 1, \ldots, n - 1,$$  \hfill (4.5)

$$V_n(A^*; B^*) = a A^*,$$  \hfill (4.6)

$$V_n'(A^*; B^*) = a,$$  \hfill (4.7)

$$V_n(B^*; B^*) = b(1 - B^*),$$  \hfill (4.8)

$$V_n'(\pi; B^*) = -b.$$  \hfill (4.9)

We notice that the expressions (4.3) and (4.5) require evaluating the second derivative of the shifted Chebyshev polynomials, which is given by (B.14) and (B.16) in Appendix B.2; moreover, the absence of jumps in the paths of $X$ implies that the operator (4.3) does not involve integrals of the function which is applied to and this allows us to fix the $n - 1$ collocation nodes $\pi_i$ in the entire interval $[0,1]$. Finally, once (4.5)-(4.9) has been solved, the approximated value function $V_n(\pi)$ is given by (3.11).

For a numerical application, we retrieve the example analyzed in Buonaguidi and Muliere [3, fig. 1 and 2], where setting $a = 15$, $b = 10$, $\sigma^2 = 1$, $\gamma_0 = 2$ and $\gamma_1 = 3$, the exact values $A^* = 0.1593$.. and $B^* = 0.7206$. were obtained. The collocation approach (4.5)-(4.9) with $n = 8$ and $n - 1$ equally spaced collocation nodes in $[0.1,0.8]$ leads to very satisfactory results: $A^* \approx A^*_n = 0.1606$. and $B^* \approx B^*_n = 0.7206$.; further, denoted by

$$||V, V_n|| = \sup_{\pi \in (0,1)} \left| \frac{V_n(\pi) - V(\pi)}{V(\pi)} \right|$$  \hfill (4.10)

the maximum relative distance between the exact value function $V$ and its approximation $V_n$, we get $||V, V_n|| = 9.08 \times 10^{-4}$. 
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4.2 Sequential Testing of a Poisson Process

Let \(X = (X_t)_{t \geq 0}\) be a sequentially observed Poisson process with intensity \(\lambda > 0\); the aim is to test
\[
H_0 : \lambda = \lambda_0 \quad \text{vs} \quad H_1 : \lambda = \lambda_1, \quad \lambda_1 > \lambda_0.
\]

The optimal stopping problem (2.6) can be reduced to the free-boundary problem (2.17)-(2.22) with \(L\) the infinitesimal generator of \((\pi_t)\).

The posterior probability \(\pi_t\) takes the expression (2.10), with \(Y_t\) substituted by
\[
Y_t^\lambda = \log \left( \frac{\lambda_1}{\lambda_0} \right) X_t - t(\lambda_1 - \lambda_0);
\]

the infinitesimal generator of \((\pi_t)\) is
\[
(L^\lambda f)(\pi) = -(\lambda_1 - \lambda_0)f'(\pi)(1 - \pi) + (\lambda_1 \pi + \lambda_0 (1 - \pi)) \left[ f \left( \frac{\lambda_1}{\lambda_1 + \lambda_0 (1 - \pi)} \right) - f(\pi) \right].
\]

The optimal stopping problem (2.6) can be reduced to the free-boundary problem (2.17)-(2.22) (with \(L^\lambda\) in place of \(L\)): its analytical solution was derived by Peskir and Shiryaev [21].

Let us describe how the proposed collocation approach can be applied. Let \(\pi \mapsto V(\pi; B)\), \(\pi \in I_B = (0, B]\) and \(B > c\), be the map solving the difference-differential equation defined by (2.17), (2.18), (2.22) and (4.13); if we define the “step” and “distance” functions
\[
S(\pi) = \frac{\lambda_1 \pi}{\lambda_1 + \lambda_0 (1 - \pi)}, \quad \pi \in I_B,
\]
\[
d^\lambda(\pi, B) = 1 + \left[ \log \left( \frac{B}{1 - B} \frac{1 - \pi}{\pi} \right) / \log \left( \frac{\lambda_1}{\lambda_0} \right) \right], \quad \pi \in I_B,
\]
where \([x]\) is the integer part of \(x\), it is not difficult to see that (2.17), (2.18), (2.22) and (4.13) imply that \(V(\pi; B)\) solves (2.24)-(2.25), with \(L^\lambda\) replaced by
\[
(L^\lambda_{B}) f(\pi) = -(\lambda_1 - \lambda_0)f'(\pi)(1 - \pi) + (\lambda_1 \pi + \lambda_0 (1 - \pi)) \times \left[ b(1 - S(\pi))1_{d^\lambda(\pi, B)=1} + f(S(\pi))1_{d^\lambda(\pi, B)>1} \right] - f(\pi) + 1.
\]

As in Subsection 3.1, approximating \(V(\pi; B)\) by \(V_n(\pi; B)\) from (3.1) and solving the system (3.2)-(3.3) for the operator (4.16) and different values of \(B > c\) allow us to check if the necessary and sufficient condition (2.27) for the existence of a solution to the free-boundary problem (2.17)-(2.22) is satisfied and to individuate reasonable neighbourhoods of \(A^*\) and \(B^*\). Once this operation has been accomplished, the next step is to approximate \(V(\pi; B^*)\) by \(V_n(\pi; B^*)\) from (3.4) and solve (3.5)-(3.8) for the operator (4.16); in this way, the approximating boundaries \(A_n^*\) and \(B_n^*\) and the coefficients involved in the expression of \(V_n(\pi; B^*)\) can be computed. The approximating value function \(V_n\) takes the expression (3.11).

Let us consider the numerical example analyzed by Peskir and Shiryaev [21, fig. 2 and 3], where \(a = b = 2, \lambda_0 = 1, \lambda_1 = 5\). The exact values of the optimal boundaries are \(A^* = 0.2253..\) and \(B^* = 0.7050..\). The first part of the above procedure leads us to establish \(A^* \in (0.2, 0.3)\) and \(B^* \in (0.68, 0.72)\) (we fixed \(n = 8\) and solved (3.2)-(3.3) and (4.16) for \(B = 0.65, 0.68, 0.72\) and \(n\) equally spaced collocation nodes in \([0.1, B]\) ). Then, we solved (3.5)-(3.8) and (4.16) for \(n = 8\) and \(n\) equally spaced collocation nodes in \([0.1, 0.68]\). We obtained the following very good approximations: \(A^* \approx A_n^* = 0.2245..\), \(B^* \approx B_n^* = 0.7048..\) and \(||V, V_n|| = 2.59 \times 10^{-3}\).
4.3 Sequential Testing of a Compound Poisson Process with Exponential Jumps

Let $X = (X_t)_{t \geq 0}$ be a compound Poisson process, whose intensity is $1/\eta$, $\eta > 0$, and the distribution of its jumps is negative exponential of parameter $\eta > 0$. We want to test

$$H_0 : \eta = \eta_0 \quad V s \quad H_1 : \eta = \eta_1, \quad \eta_0 > \eta_1.$$  \hspace{1cm} (4.17)

It is straightforward to show that $\pi_t$ is given by (2.10), where $Y_t$ is replaced by

$$Y_t^\eta = (\eta_0 - \eta_1)X_t - t \left( \frac{\eta_0 - \eta_1}{\eta_0 \eta_1} \right),$$  \hspace{1cm} (4.18)

and the infinitesimal generator of $(\pi_t)_{t \geq 0}$ is

$$\langle L^\eta f \rangle(\pi) = -f'(\pi)\eta_0 (1 - \pi) - f(\pi) \left( \frac{\eta_0}{\eta_1} + \frac{1 - \pi}{\eta_0} \right) + \int_0^\infty f \left( \frac{\eta_0}{\eta_1}e^{-\eta_1 x} + (1 - \pi)e^{-\eta_0 x} \right) \left( \pi e^{-\eta_1 x} + (1 - \pi)e^{-\eta_0 x} \right) dx.$$  \hspace{1cm} (4.19)

The optimal stopping problem (2.6) can be reduced to the free-boundary problem (2.17)-(2.22) (with $L$ replaced by $L^\eta$): its solution was obtained by Gapeev [9].

We see that $V(\pi; B), \pi \in I_B$, solution of (2.17), (2.18), (2.22) and (4.19), satisfies (2.24)-(2.25), where (2.24) is defined through the operator

$$\langle L_B^\eta f \rangle(\pi) = -f'(\pi)\eta_0 (1 - \pi),$$

$$- f(\pi) \left( \frac{\eta_0}{\eta_1} + \frac{1 - \pi}{\eta_0} \right) + b(1 - \pi) \left( \frac{1 - \pi}{\eta_0} \frac{B}{1 - B} \right) - \frac{\eta_0}{\eta_0 - \eta_1}$$

$$+ \int_0^{d^\eta(\pi, B)} f \left( S^\eta(\pi, x) \right) \left( \pi e^{-\eta_1 x} + (1 - \pi)e^{-\eta_0 x} \right) dx + 1,$$  \hspace{1cm} (4.20)

being $S^\eta(\pi, x)$ and $d^\eta(\pi, B)$ defined by

$$S^\eta(\pi, x) = \frac{\pi e^{-\eta_1 x}}{(1 - \pi)e^{-\eta_0 x} + \pi e^{-\eta_1 x}}, \quad \pi \in I_B, \quad x \geq 0,$$  \hspace{1cm} (4.21)

$$d^\eta(\pi; B) = \log \left( \frac{1 - \pi}{\pi} \frac{B}{1 - B} \right) / (\eta_0 - \eta_1), \quad \pi \in I_B.$$  \hspace{1cm} (4.22)

The same arguments of Section 3 and Subsection 4.2 can be used to derive approximations of the value function $V$ and the boundaries $A^*$ and $B^*$.

For a numerical example, we set $a = b = 1$, $\eta_0 = 0.5$ and $\eta_1 = 0.1$. The exact boundaries are $A^* = 0.1632...$ and $B^* = 0.7455...$. The solutions of (3.2)-(3.3) and (4.20) for $B = 0.68, 0.72, 0.76$, $n = 8$ and $n$ equally spaced collocation nodes in $[0.1, B]$ allow us to identify $A^* \in (0.1, 0.2)$ and $B^* \in (0.72, 0.76)$. Very good approximations are then obtained as solution of (3.5)-(3.8) and (4.20), for $n = 8$ and $n$ equally spaced collocation nodes in $[0.1, 0.72]$: $A^* \approx A^*_n = 0.1639...$, $B^* \approx B^*_n = 0.7456...$ and $\|V, V_n\| = 4.59 \times 10^{-4}$. 
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4.4 Sequential Testing of a Negative Binomial Process

Let \( X = (X_t)_{t \geq 0} \) be a negative binomial process of parameter \( 0 < p < 1 \), that is, \( X \) has independent and stationary increments and the probability that \( X_t = x \) is

\[
\frac{\Gamma(x + t)}{\Gamma(x + 1)\Gamma(t)} p^t (1 - p)^x, \quad x = 0, 1, 2, \ldots
\]

(4.23)

The posterior probability \( \pi_t \) for the sequential testing of the two simple hypotheses

\[
H_0 : p = p_0 \quad \text{vs} \quad H_1 : p = p_1, \quad p_0 > p_1,
\]

(4.24)

is provided by (2.10), with \( Y_t \) replaced by

\[
Y_t^p = \log \left( \frac{q_1}{q_0} \right) X_t - t \log \left( \frac{p_0}{p_1} \right),
\]

(4.25)

where \( q_i = 1 - p_i, \ i = 0, 1 \). The infinitesimal operator of \( (\pi_t)_{t \geq 0} \) takes the form

\[
(\mathbb{L}^p f)(\pi) = \log \left( \frac{p_1}{p_0} \right) f'(\pi) \pi (1 - \pi) + f(\pi) \left((1 - \pi) \log p_0 + \pi \log p_1 \right) + \sum_{x=1}^{\infty} f \left( \frac{\pi q_1^x}{\pi q_1^x + (1 - \pi) q_0^x} \right) \frac{\pi q_1^x + (1 - \pi) q_0^x}{x}.
\]

(4.26)

Also in this case, the optimal stopping problem (2.6) can be reduced to the free-boundary problem (2.17)-(2.22) (with \( \mathbb{L}^p \) in place of \( L \)): its explicit solution was derived by Buonaguidi and Muliere [3].

Denoted by \( V(\pi; B) \), \( \pi \in I_B \), the map solving (2.17), (2.18), (2.22) and (4.26), and defined the “step” and “distance” functions

\[
S^p(\pi, x) = \frac{\pi q_1^x}{\pi q_1^x + (1 - \pi) q_0^x}, \quad \pi \in I_B, \quad x = 1, 2, \ldots
\]

(4.27)

\[
d^p(\pi, B) = 1 + \left[ \log \left( \frac{B}{1 - B} \frac{1 - \pi}{\pi} \right) \right] \left/ \log \left( \frac{q_1}{q_0} \right) \right], \quad \pi \in I_B,
\]

(4.28)

it is not difficult to verify that \( V(\pi; B) \) must solve (2.24)-(2.25) for the operator

\[
(\mathbb{L}^p_B f)(\pi) = \log \left( \frac{p_1}{p_0} \right) f'(\pi) \pi (1 - \pi) + f(\pi) \left((1 - \pi) \log p_0 + \pi \log p_1 \right) + \sum_{x=1}^{d^p(\pi, B) - 1} \left( f(S^p(\pi; x)) \frac{\pi q_1^x}{\pi q_1^x + (1 - \pi) q_0^x} \right) - b(1 - \pi) \left( \log p_0 + \sum_{x=1}^{d^p(\pi, B) - 1} \frac{q_0^x}{x} \right) + 1.
\]

(4.29)

Repeating now step by step the procedure of Section 3 and Subsection 4.2, approximations of \( V \), \( A^* \) and \( B^* \) can be easily computed.

For a numerical illustration, let us exploit the example in Buonaguidi and Muliere [3, fig. 3 and 4], where \( a = b = 8, p_0 = 0.8 \) and \( p_1 = 0.3 \). The exact stopping boundaries are \( A^* = 0.2004.. \) and \( B^* = 0.7142.. \) Fixing \( B = 0.64, 0.68, 0.72, n = 8 \) and \( n \) equally spaced nodes in \( [0.1, B] \), solving (3.2)-(3.3) and (4.29) shows that \( A^* \in (0.2, 0.3) \) and \( B^* \in (0.68, 0.72) \). The solution of the system (3.5)-(3.8) and (4.29), for \( n = 8 \) and \( n \) equally spaced collocation nodes in \( [0.1, 0.68] \), leads to satisfactory results: \( A^* \approx A^*_n = 0.2004.. \), \( B^* \approx B^*_n = 0.7174.. \) and \( ||V, V_n|| = 4.92 \times 10^{-3} \).
5 Conclusions

We considered the sequential testing of two simple hypotheses for a Lévy gamma process. Our study represented an attempt to extend the existing literature on sequential testing to processes with infinite jump activity on finite time intervals.

Initially, we approached the problem from a probabilistic-analytic view point: we shown some properties of the value function, like the smoothness and/or continuity at the stopping boundaries, and we constructed the free-boundary problem that the value function and the boundaries must satisfy. Then, we verified that if the free-boundary problem admits a solution, it is unique and coincides with that of the original optimal stopping problem.

Since deriving an explicit solution of the free-boundary problem was very hard, we proposed a numerical collocation approach. The value function was approximated by a linear combination of Chebyshev polynomials: we shown that its coefficients and the two stopping boundaries can be determined as solution of a system of non-linear equations, obtained by forcing the linear combination to solve a complex integro-differential equation, at fixed and properly chosen collocation nodes, and to satisfy the boundary conditions, which are in accordance with the smooth and continuous fit principles. The performances of our approximation method were finally evaluated in explicitly solved sequential testing problems, where we obtained very good approximations of the exact solutions.

We remark that the presented collocation approach can be adapted to other optimal stopping problems (like sequential detection and optimal prediction problems), whose solutions are difficult to determine.
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